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Abstract
The last twenty-or-so years have seen spectacular progress in our understanding of the fine spectral properties of large-dimensional random matrices. These results have also shown light on the behavior of various statistical estimators used in multivariate statistics. In this short note, we will describe new strands of results, which show that intuition and techniques built on the theory of random matrices and concentration of measure ideas shed new light and bring to the fore new ideas about an arguably even more important set of statistical tools, namely M-estimators and certain bootstrap methods. All the results are obtained in the large $n$, large $p$ setting, where both the number of observations and the number of predictors go to infinity.

1 Introduction

Random matrices have a very long history in multivariate statistics, going as far back as Wishart [1928]. Traditionally, they have been associated with problems arising from techniques such as Principal Components Analysis (PCA) Pearson [1901], Hotelling [1933], Anderson [1963], and Jolliffe [2002] or covariance matrix estimation where there is a natural focus on estimating spectral properties of large data matrices. We start by setting up precisely the problem and reviewing some of those important results before moving on to new statistical developments.

1.1 Setup. In most of this short review, we will be concerned with data stored in a matrix $X$, with $n$ rows and $p$ columns. $n$ denotes the number of observations of $p$ dimensional vectors available to the data analyst. The $i$-th row of $X$ is denoted $X_i'$ and $X_i \in \mathbb{R}^p$ is referred to as the $i$-th vector of covariates. $p$, the dimension of $X_i$, is the number of measurements per observation. If one works with financial data for instance Laloux, Cizeau,
Bouchaud, and M. Potters [1999], $p$ may be the number of assets in one’s portfolio, $n$ the number of days where those assets are monitored and $X_{i,j}$ may be the daily return of asset $j$ on day $i$.

**Traditional asymptotics.** Traditionally, statistical theory has been concerned with studying the properties of estimators, i.e. functions of the data matrix $X$ (and possibly other random variables), as $n \to \infty$ while $p$ stayed fixed Anderson [1984] and Huber [1972] or was growing slowly with $n$ Portnoy [1984] and Mammen [1989]. While mathematically and statistically interesting at the time, these sorts of problems are now really well-understood and their asymptotic analysis essentially amounts to doing probabilistic perturbation analysis (see more generally van der Vaart [1998]).

**Modern developments.** However, in the last two decades, technological advances in data collection have made it possible to work with datasets where both $n$ and $p$ are large: in genomics, $p$ may be of order tens of thousands or millions and hundreds of observations Ramaswamy et al. [2001], data collected from internet companies may have millions of predictors Criteo [n.d.] and billions of observations, whereas financial data collected daily on a few hundreds of companies would yield after a year a dataset with hundreds of observations and hundreds of predictors Laloux, Cizeau, Bouchaud, and M. Potters [1999].

**The case for “large $p$, large $n$”.** It is therefore now natural to study the so called “large $n$, large $p$” setting Johnstone [2001, 2007] where $p$ and $n$ grow to infinity but $p/n \to \kappa \in (0, \infty)$. On a more mathematical note, the ratio $p/n$ can be somewhat informally seen as one measure of statistical difficulty of the problem. Fixing it amounts to doing asymptotics while the difficulty of the statistical problem stays constant and hence should (or at least could) yield asymptotic approximations of better quality than their traditional “fixed $p$, large $n$” counterparts. This is what we will see in some of the results described below. Furthermore, in the “fixed $p$, large $n$” settings, many asymptotic optimality results are meaningful only when it comes to relative errors, however absolute errors are typically infinitesimal and as such may not matter very much to applied statisticians and data analysts. By contrast, we will see that in the “large $p$, large $n$” setting, analyses predict substantial absolute differences between methods and as such may inform practitioners in the decision of what methods to use.
1.2 Modern random matrices. A key tool in multivariate statistics is the so-called sample covariance matrix, usually denoted, for an $n \times p$ data matrix $X$,

$$\hat{\Sigma} = \frac{1}{n-1} (X - \bar{X})(X - \bar{X})'.$$

Here $\bar{X} = 1_n \bar{\mu}'$, where $\bar{\mu} \in \mathbb{R}^p$ is the sample mean of the columns, i.e $\bar{\mu} = X'1_n/n$. (We use $'$ to denote transposition throughout the paper; $1_n$ denotes the vector whose entries are all 1 in $n$ dimension.). The $p \times p$ matrix $\hat{\Sigma}$ therefore simply contains the empirical covariances between the various observed covariates.

This matrix is of course at the heart of much of multivariate statistics as it is the fundamental building block of principal components analysis (PCA) - probably the most widely used dimensionality reduction technique and the template for numerous modern variations - variants such as canonical correlation analysis Anderson [1984], and also plays a key role in the analysis of many supervised learning techniques.

To make things concrete, let us return to PCA. In that technique, practically speaking, the observations $\{X_i\}_{i=1}^n$ are projected onto the eigenvectors of $\hat{\Sigma}$ to perform dimensionality reduction and allow for visualization; see Hastie, R. Tibshirani, and Friedman [2009] for a concrete introduction. A recurring question is how many dimensions should be used for this projection Cattell [1966]. This in turn revolves around estimation of eigenvalues questions.

Classical bulk results. To get a sense of the utility of large $n$, large $p$ asymptotics in this context, we can return to a classical result Marčenko and L. A. Pastur [1967], which of course was later extended Wachter [1978], Silverstein [1995], Götze and Tikhomirov [2004], Pajor and L. Pastur [2009], and El Karoui [2009] and says the following:

**Theorem 1.1** (Marchenko-Pastur). Suppose $X_i$’s are independent and identically distributed (i.i.d) random variables with mean 0 and covariance identity, i.e. $\text{cov}(X_i) = \mathbf{E}((X_i - \mathbf{E}(X_i))(X_i - \mathbf{E}(X_i))') = \text{Id}_p$ and mild concentration properties (see above references for details). Suppose further that $p/n \to \kappa \in (0, 1)$. Then the empirical distribution of the eigenvalues of $\hat{\Sigma}$ is asymptotically non-random and converges weakly almost surely to $F_\kappa$, a distribution whose density can be written

$$f_\kappa(x) = \frac{\sqrt{(b_\kappa - x)(x - a_\kappa)}}{2\pi x \kappa} 1_{a_\kappa \leq x \leq b_\kappa},$$

where $b_\kappa = (1 + \sqrt{\kappa})^2$ and $a_\kappa = (1 - \sqrt{\kappa})^2$.

This result already illustrates the great difference between modern (i.e. large $n$, large $p$) asymptotics and the classical setting where $p = o(n)$. In this latter case, the empirical
distribution of eigenvalues goes, under the assumption of the previous theorem, to a point mass at 1; informally speaking all eigenvalues are consistently (loosely speaking correctly) estimated. The above theorem clearly shows that it is not the case in the “large n, large p” setting.

We can also illustrate the problem with a simple picture, comparing the histogram of observed eigenvalues of \( \hat{\Sigma} \) with the population eigenvalues, i.e. those of \( \text{cov} (X_i) = \Sigma \). See Figure 1, p. 2848.

This picture clearly illustrates the issue that the new paradigm of high-dimensional statistics creates: even though elementary concentration bounds show that entry-per-entry, i.e. in \( \ell_\infty \) norm, estimation of \( \Sigma \) by e.g. \( \hat{\Sigma} \) is near trivial in the setup we consider, estimation of the spectrum of \( \Sigma \) may not be trivial. We refer the interested reader to El Karoui [2008] and Bickel and Levina [2008] (and Chaudhuri, Drton, and Richardson [2007] in the low-dimensional setting) for early work taking advantage of structure in the covariance matrix to improve estimation and to the recent Bun, Bouchaud, and Potters [2017] for a survey of applied random matrix theoretic work related to the questions we just discussed.
**Right edge results.** In the context of PCA, it is natural to ask questions about the largest eigenvalues of sample covariance matrices, as they could be used in a sequential testing fashion to determine how many components to keep in PCA.

A seminal result in this area in statistics is due to Johnstone who showed, building upon Tracy and Widom [1994b,a, 1996], the following remarkable result in Johnstone [2001].

**Theorem 1.2** (Johnstone). Suppose \( X_i \)'s are i.i.d. \( \mathcal{N}(0, \text{Id}_p) \) and denote by \( l_1 \) the largest eigenvalue of \( (n-1)\Sigma \). Then as \( p \) and \( n \) tend to infinity, while \( p/n \to \kappa \in (0, \infty) \), we have

\[
\frac{l_1(\Sigma) - \mu_{n-2,p}}{\sigma_{n-2,p}} \xrightarrow{\text{TW}_1} \frac{1}{\sqrt{n}} + \frac{1}{\sqrt{p}} \right)^{1/3}.
\]

Here \( \text{TW}_1 \) is the Tracy-Widom distribution appearing in the study of the Gaussian Orthogonal Ensemble Mehta [1991] and Deift [1999] and \( \xrightarrow{\text{weak}} \) denotes weak convergence.

In short, the largest eigenvalue of a sample covariance matrix computed from Gaussian data with identity covariance has fluctuations of size \( n^{-2/3} \) around the edge of the Marchenko-Pastur distribution and the law of these fluctuations is asymptotically Tracy-Widom. Despite the fact that a great deal had been analytically known by statisticians about these questions James [1964], Constantine [1963], and Muirhead [1982] for a number of years, both the scale and the nature of the fluctuations discovered by Johnstone in his breakthrough paper came as a great surprise to the statistics community.

Johnstone’s work is also connected to Forrester [1993] and Johansson [2000]. Later work extended Johnstone’s result in many directions: to cite a few, see Soshnikov [2002] for results concerning the first \( k \) eigenvalues, for any fixed \( k \), and relaxed distributional assumptions, Karoui [2003] for the case \( p/n \) tends to 0 or infinity at any rate, Baik, Ben Arous, and Péché [2005] for the discovery of very important phase transitions under low rank perturbation of \( \Sigma = \text{Id}_p \), El Karoui [2007] for the first result on general \( \Sigma \) and Lee and Schnelli [2016] for recent and powerful extensions of great potential in statistics.

This line of research continues with deep and insightful papers Bloemendal, Knowles, Yau, and Yin [2016] and has also benefited from progress in proving universality results - see for instance Erdős and Yau [2012] and Tao and Vu [2012].

One’s enthusiasm for the broad applicability of such results in practice may nonetheless have been tempered by connections made with concentration of measure techniques Ledoux [2001] and Boucheron, Lugosi, and Massart [2013] for instance in Karoui and Koesters [2011]. Those results implied that most of the results above were intimately
linked to effectively geometric (and not probabilistic) assumptions made about the data and that when these easy-to-check-on-the-data assumptions were violated, the results mentioned above did not hold.

Other directions. The problems discussed above are of course very linear in nature. As such they have a broad reach beyond linear dimensionality reduction (see below and Karoui and Koesters [2011] for an example of a dimension-adaptive improvement of linear classification methods). Naturally, the reach of random matrix methods has extended beyond the strictly linear setup. For instance, the beautiful paper Koltchinskii and Giné [2000] studied the spectrum of so-called kernel random matrices, i.e. matrices with entries $K(i, j) = K(X_i, X_j)$ in the classical setting where $p$ grows slowly with $n$. These results are important for understanding kernel methods in Statistics, which generalize standard methods to higher-dimensional spaces where the inner product between the de-facto observations is not the standard inner product anymore Wahba [1990] and Schölkopf and Smola [2002]. These matrices have been well understood in the high-dimensional case for quite a few years now El Karoui [2010] and Do and Vu [2013]. Random matrix results also have had interesting applications in randomized linear algebra and numerical optimization, and have been useful in speeding up various algorithms or allowing them to scale to very large data sizes - see for instance Achlioptas and McSherry [2007] and Drineas, Kannan, and Mahoney [2006] and follow-up results. These results typically use mathematically fairly coarse but very nice and broadly applicable bounds Tropp [2012] to prove the reliability of the algorithms under study, a function of the fact that they have to hold in a pretty general setting to be useful to practitioners.

2 Beyond covariance matrices: M-estimators

The previous section reviewed results in random matrix theory that could be useful for tasks in exploratory data analysis and generally unsupervised learning. However, much of statistics is concerned with the situation where one observes a scalar response, generically denoted $Y_i \in \mathbb{R}$, associated with the vector of predictors $X_i \in \mathbb{R}^p$. The simplest model of relationship between the two is the linear model where

$$(linear-model) \quad \forall i, 1 \leq i \leq n, \quad Y_i = X'_i \beta_0 + \epsilon_i .$$

Here the data \{Y_i, X_i\}_{i=1}^n are observed. The parameter of interest $\beta_0 \in \mathbb{R}^p$ is unobserved and so are the errors $\epsilon_i \in \mathbb{R}$. Typically, and in this short review, \{\epsilon_i\}_{i=1}^n are assumed to be i.i.d from a certain distribution. The question the statistician faces is to estimate $\beta_0$. This is often done by solving an optimization problem, i.e. using a so-called M-estimator: for
a loss function $\ell$ chosen by the user, $\beta_0$ is estimated through

$$
\hat{\beta}_\ell = \arg\min_{\beta \in \mathbb{R}^p} \sum_{i=1}^{n} \ell(Y_i; X'_i \beta).
$$

In the context of the linear model described above, one often uses the less general formulation

$$(3) \quad \hat{\beta}_\rho = \arg\min_{\beta \in \mathbb{R}^p} \sum_{i=1}^{n} \rho(Y_i - X'_i \beta).
$$

These estimators and the related family of generalized linear models McCullagh and Nelder [1989] are of fundamental importance in both theoretical and applied statistics and statistical learning, in academia and industry Chapelle, Manavoglu, and Rosales [2014] and Wood, Goude, and Shaw [2015].

2.1 Classical results: large $n$, small $p$. As such these estimators have received a great amount of attention Relles [1968] and Huber [1973, 1981]. In the classical case, i.e. $p$ fixed and $n \to \infty$, Huber [1973] showed, under mild conditions, that $\hat{\beta}_\rho$ is asymptotically normally distributed with mean $0$ and covariance, if $\epsilon$ is a random variable with the same distribution as $\epsilon_i$’s mentioned in Equation (linear-model),

$$
\text{cov}\{\hat{\beta}_\rho\} = (X'X)^{-1} \frac{E(\psi^2(\epsilon))}{[E(\psi'(\epsilon))]^2}, \text{ where } \psi = \rho'.
$$

This result is striking for at least two reasons: 1) the impact of the design matrix $X$, is decoupled from that of the error distribution $\epsilon$; 2) finding the optimal estimator in this class is fairly simple as one just needs to find the function $\psi$ that minimizes $\frac{E(\psi^2(\epsilon))}{[E(\psi'(\epsilon))]^2}$. In fact, Huber carried out this program and showed that in low-dimension, when $\epsilon$ has a density $f_\epsilon$, the optimal loss function is

$$
\rho_{\text{opt}} = -\log f_\epsilon.
$$

In other words, the maximum likelihood estimator Fisher [1922] and Lehmann and Casella [1998] is optimal in this context, when one seeks to minimize the variability of the estimator.

Important work in the 70’s, 80’s and 90’s extended some of these results to various situations where $p$ was allowed to grow with $n$ but $p = o(n)$ - see for instance Portnoy [1984, 1985, 1986, 1987], Mammen [1989], and Yohai [1974]. See also see Dümbgen,
Samworth, and Schuhmacher [2011] for more recent results in the classical dimensional framework and very interesting connections with the field of shape restricted estimation Groeneboom and Jongbloed [2014].

2.2 Modern high-dimensional results: large $n$, large $p$. It is natural to ask similar questions to those raised above in the modern context of large $n$, large $p$ asymptotics, as in fact was done as far back as Huber [1973].

Before we proceed, let us say that much effort was devoted in the last two decades in statistics and statistical learning to understanding the properties of the estimators of the form

$$\hat{\beta}_\lambda = \arg\min_{\beta \in \mathbb{R}^p} \frac{1}{n} \sum_{i=1}^{n} \rho(Y_i - X_i'\beta) + \lambda P(\beta),$$

where $P$ is a penalty function, for instance $P(\beta) = \|\beta\|_2^2$ or $P(\beta) = \|\beta\|_1$. However, works in this line of investigation put rather stringent conditions on $\beta$, such as dramatic sparsity (i.e. only a fixed number of coefficients of $\beta_0$ are allowed to not be equal to zero as $p \to \infty$), which essentially turns these problems into rather classical ones; their analysis depend essentially on well-understood methods, which nonetheless had to be adapted to these specific problems. See Bühlmann and van de Geer [2011] for a book-length survey of this line of work. Let us also note that in truly large case applications Chapelle, Manavoglu, and Rosales [2014], practitioners are not willing to make these stringent assumptions.

2.2.1 Behavior of the estimator. By contrast we make no such restrictions on $\beta_0$. We focus on the unpenalized case for ease of presentation. To get a sense of results in this context, let us recall the system obtained in N. El Karoui, D. Bean, Bickel, C. Lim, and B. Yu [2013]. Let us consider $\hat{\beta}$ as in Equation (3). Suppose $p/n \to \kappa \in (0, 1)$. For simplicity assume that are $X_i \sim (0, \text{Id}_p)$, with i.i.d entries and certain moment conditions - see Karoui [2013] and El Karoui [2018] for technical details - we have

**Theorem 2.1.** Under regularity conditions on $\{\epsilon_i\}$ and $\rho$ (convex), $\|\hat{\beta}_\rho - \beta_0\|_2$ is asymptotically deterministic. Call $r_\rho(\kappa)$ its limit and let $\hat{z}_\epsilon$ be a random variable with $\hat{z}_\epsilon = \epsilon + r_\rho(\kappa)Z$, where $Z \sim \mathcal{N}(0, 1)$, independent of $\epsilon$, where $\epsilon$ has the same distribution as $\epsilon_i$’s. For $c$ deterministic, we have

$$\begin{align*}
\{ \quad & E\left( [\text{prox}(c\rho)]'(\hat{z}_\epsilon) \right) = 1 - \kappa, \\
& \kappa r_\rho^2(\kappa) = E\left( [\hat{z}_\epsilon - \text{prox}(c\rho)(\hat{z}_\epsilon)]^2 \right). \quad \}
\end{align*}$$
where by definition (see Moreau [1965]) for a convex function \( f : \mathbb{R} \mapsto \mathbb{R} \),

\[
\text{prox}(f)(x) = \arg\min_{y \in \mathbb{R}} \left( f(y) + \frac{1}{2}(x - y)^2 \right).
\]

We note that the system generalizes easily to much more general setups (involving penalization) - see El Karoui [2018]. In particular, the system (4) is quite sensitive to the Euclidean geometry of the predictors, \( X_i \)'s. For instance, if we had \( X_i = \lambda_i Z_i \) where \( Z_i \sim \mathcal{N}(0, \text{Id}_p) \) and \( \lambda_i \) is an independent scalar “well-behaved” random variable with \( \mathbb{E}(\lambda_i^2) = 1 \), a similar type of result would hold, but it would depend on the distribution of \( \lambda_i \) and not only its second moment. In particular, \( r_\rho(\kappa) \) would change, despite the fact that in both models, \( \text{cov}(X_i) = \text{Id}_p \). As such, one cannot hope for strong universality results in this context. See also Donoho and Montanari [2016] for another point of view on this system.

We also note that the previous result can be generalized to the case where \( \text{cov}(X_i) = \Sigma \) by simple and classical rotational invariance arguments - see Eaton [2007] and N. El Karoui, D. Bean, Bickel, C. Lim, and B. Yu [2013]. In the case where \( X_i \)'s are Gaussian, N. El Karoui, D. Bean, Bickel, C. Lim, and B. Yu [2013] also uses those to characterize the distribution of \( \hat{\beta}_\rho - \beta_0 \) in a non-asymptotic fashion.

Finally, the behavior of the residuals \( e_i = Y_i - X_i' \hat{\beta}_\rho \) is very different in high-dimension from what it is in low-dimension; see N. El Karoui, D. Bean, Bickel, C. Lim, and B. Yu [ibid.] and follow-up papers for characterization. In particular, the residuals are not close in our framework to the “true errors”, \( e_i \)'s, which is problematic as in many practical statistical methods - based on low-dimensional intuition - the residuals are used as proxies for those “true errors”.

2.2.2 New loss functions. In light of the system (4), it is natural to ask which function \( \rho \) minimizes \( r_\rho(\kappa) \), which is one measure of the inaccuracy of \( \hat{\beta}_\rho \) as an estimator of \( \beta_0 \). This question was investigated in Bean, Bickel, Karoui, and Yu [2013]. The following result is shown there.

**Theorem 2.2.** Suppose that \( \epsilon \) has a log-concave density, i.e. \(-\log f_\epsilon \) is convex. Suppose \( r_\rho(\kappa) \) is the solution of (4). Then if \( p_2(x) = x^2/2 \), the optimal loss function that minimizes \( r_\rho(\kappa) \) over convex \( \rho \) functions is

\[
\rho_{opt} = (p_2 + r_{opt}^2 \log \phi_{r_{opt}} \ast f_\epsilon)^* - p_2.
\]

where \( r_{opt} = \min\{r : r^2 I_\epsilon(r) = p/n\} \).
In the theorem above, $\phi_r$ is the density of a mean 0 Gaussian random variable with variance $r^2$, $\star$ denotes convolution, $I_\epsilon(r)$ is the Fisher information [Lehmann and Casella 1998] of $\phi_r \star f_\epsilon$ and $g^*(x) = \sup_{y \in \mathbb{R}} (xy - g(y))$, is the Fenchel-Legendre dual of $g$ [Hiriart-Urruty and Lemaréchal 2001].

The function $\rho_{opt}$ can be shown to be convex under the hypotheses of the theorem. It depends of course on $p/n$, our proxy for the statistical difficulty of the problem. In other words, this function quantifies the intuitively compelling notion that the loss function we use in these M-estimation problems should be adapted to the statistical hardness of the problem. Interestingly, the function in question is not the maximum likelihood estimator, which is the usual method that is used to determine on statistical grounds the loss function that should be used for a particular problem. We present a (limited) numerical comparison of these new loss functions and the maximum likelihood estimator in Figure 2.

Finally, it should be noted that the impact of choosing a better loss function is not limited to reducing uncertainty about the estimator. It also improves the quality of predictions, as the standard measure of expected prediction error [Hastie, R. Tibshirani, and Friedman 2009] is closely tied to the size of $\mathbb{E} \left( \| \hat{\theta} - \theta_0 \|_2^2 \right)$ in the models we consider.

3 Bootstrap and resampling questions

Modern statistics is increasingly computational and as such many methods have been devised to try to assess sampling variability of estimators through the use of simulations and without relying on asymptotic analyses. In other words, there are numerical ways to try to get at results such as those obtained in Theorems 1.2 and 2.1 for instance.

The most prominent of such methods is the bootstrap, proposed by Efron in the breakthrough paper [Efron 1979]. Numerous variants of the bootstrap have appeared since then, and the bootstrap created an entire field of research, both theoretical and applied. See for instance [Bickel and Freedman 1981], [Efron 1982], [Davison and Hinkley 1997], [Hall 1992], and [Efron and R. J. Tibshirani 1993] for classic references.

It is therefore natural to ask how the bootstrap performs in the modern high-dimensional context. Before we present some results in this direction, let us give a very brief introduction to the non-parametric bootstrap.

3.1 Non-parametric bootstrap and plug-in principle. As a so-called resampling method, the bootstrap seeks to re-use the data to assess for instance the variability of an estimator. Concretely, suppose we have data $\{X_i\}_{i=1}^n \in \mathbb{R}^p$, assumed to be i.i.d. and we are interested in the fluctuation behavior of a statistic/function of the data $\hat{\theta} = \theta(X_1, \ldots, X_n)$. For instance, $\hat{\theta}$ could be the sample mean of the $X_i$’s or the largest eigenvalue of the sample covariance matrix of the $X_i$’s.
Figure 2: Numerical comparison of dimension-adaptive optimal loss and maximum likelihood loss: case where $f_\varepsilon(x) = e^{-|x|/2}$, a.k.a. double exponential errors. We plot the ratio $E\left(\|\hat{\beta}_{opt} - \beta_0\|_2\right)/E\left(\|\hat{\beta}_{l_1} - \beta_0\|_2\right)$ as a function of $p/n$. The ratio is always less than 1: $r_{opt}$, which varies with $p/n$ and is used to compute $\hat{\beta}_{opt}$, beats $\ell_1$ loss, i.e. $\rho(x) = |x|$, the “optimal loss” in this context according to maximum likelihood theory. The curve is obtained by estimating the expectation through averaging over 1,000 independent simulations.

The non-parametric bootstrap uses the following algorithm:

- For $b = 1, \ldots, B$, repeat:
  - Sample $n$ times with replacement from $\{X_i\}_{i=1}^n$, to get bootstrapped dataset $D_b = \{X_{1,b}^*, \ldots, X_{n,b}^*\}$.
  - Compute $\hat{\theta}(X^*)_{n,b} = \theta(X_{1,b}^*, \ldots, X_{n,b}^*)$.

Then the empirical distribution of $\{\hat{\theta}(X^*)_{n,b}\}_{b=1}^B$ is used to assess the sampling variability of the original statistic $\hat{\theta} = \theta(X_1, \ldots, X_n)$ for instance by computing the bootstrap estimate of variance (i.e. the empirical variance of $\{\hat{\theta}(X^*)_{n,b}\}_{b=1}^B$ if the statistic is one-dimensional), or more sophisticated functions of the empirical distribution.

This is the so-called plug-in principle: one considers that the bootstrap data-generating process mimics the “true” (i.e. sampling from the population) data-generating process and
proceeds with bootstrap data as one would do with data sampled from the population. As such the bootstrap offers the promise of uncertainty assessment for arbitrarily complicated statistics without much need for mathematical understanding.

One natural question is of course to know when the bootstrap works (and what it means for the bootstrap to work). The first such results appeared in the pioneering Bickel and Freedman [1981]; nowadays, a common way to look at this problem is by looking at \( \theta \) as a function over probability distributions - \( \hat{\theta} \) being \( \theta \) applied to the empirical distribution of the data - and requiring \( \theta \) to be sufficiently smooth in an appropriate sense van der Vaart [1998].

### 3.2 Bootstrapping regression M-estimates.

Because of the lack of closed formulae to characterize the behavior of estimators such as \( \hat{\beta}_P \) defined in Equation (3), the bootstrap became early on an appealing tool to use for this task Shorack [1982] and questions related to the ones we raise in the high-dimensional setting were addressed in setting where \( p/n \to 0 \) in Wu [1986] and Mammen [1989, 1993].

In Karoui and Purdom [n.d.], various results concerning the bootstrap in high-dimension regression are presented. Bootstrapping as described above the observations \( \{(Y_i, X_i)\}_{i=1}^n \) is called the pairs bootstrap in this setting. Elementary algebra shows that the pairs bootstrap amounts to fitting weighted regression models, i.e for bootstrap weights \( \{w_i^*\} \),

\[
\hat{\beta}_{\rho,w}^* = \arg\min_{\beta \in \mathbb{R}^p} \sum_{i=1}^n w_i^* \rho(Y_i - X_i^\prime \beta) .
\]

For instance, it is shown that (for precise technical details see Karoui and Purdom [ibid.]):

**Theorem 3.1.** Suppose weights \( (w_i)_{i=1}^n \) are i.i.d., \( \mathbb{E} (w_i) = 1 \), have sufficiently many moments and are bounded away from 0. Let \( X_i \overset{iid}{\sim} \mathcal{N}(0, \text{Id}_p) \) and let \( v \) be a (sequence of) deterministic unit vector.

Suppose \( \hat{\beta} \) is obtained by solving a least-squares problem, i.e \( \rho(x) = x^2/2 \) and that the linear model holds. Let us call \( \text{var} (\varepsilon_i) = \sigma_\varepsilon^2 \) and corresponding bootstrapped estimates \( \hat{\beta}_w^* \).

If \( \lim p/n = \kappa < 1 \) then asymptotically as \( n \to \infty \)

\[
p \mathbb{E} \left( \text{var} (v^\prime \hat{\beta}_w^*) \right) \to \sigma_\varepsilon^2 \left[ \frac{\kappa}{1 - \kappa - \mathbb{E} \left( \frac{1}{(1+c w_i)^2} \right)} - \frac{1}{1 - \kappa} \right],
\]
where $c$ is the unique solution of

$$
\mathbb{E} \left( \frac{1}{1 + cw_i} \right) = 1 - \kappa .
$$

We note that in the previous context, it is not complicated to show that

$$
p \text{var} \left( v' \hat{\beta} \right) \to \sigma^2 \frac{\kappa}{1 - \kappa} .
$$

Therefore the type of bootstraps described above fails at the very simple task of estimating the variance $v' \hat{\beta}$, even for least squares. Figure 3 on p. 2866 gives a graphical illustration of the problem, showing that the bootstrap overestimates the variance of our estimator.

Karoui and Purdom [ibid.] contains many other results concerning other types of bootstraps and other resampling techniques, such as the jackknife. In general, the results show that even when classical bootstrap theory would suggest that the bootstrap should work (i.e. the statistics of interest are sufficiently “smooth”), it does not work in high-dimension, even when the statistician has very minimal requirements about what it means to work. Problematically, various bootstraps can fail in many ways, yielding confidence intervals with either too much or not enough coverage for instance. See Karoui and Purdom [ibid.] for details and relations to relevant literature as well as Bickel and Freedman [1983] for an early take on closely related questions, with however different requirements concerning bootstrap performance and analysis of a different kind of bootstraps.

3.3 Bootstrap and eigenvalues. It is also natural to wonder whether the bootstrap would be able to “automatically discover” results such as Theorem 1.2 and adapt to phase transitions such as the one discovered in Baik, Ben Arous, and Péché [2005]. Analysis of the bootstrap for eigenvalues in low-dimension goes as far back as Beran and Srivastava [1985] and Eaton and Tyler [1991]. In Karoui and Purdom [2016], questions of that type are investigated in high-dimension through a mix of theory and simulations, for various statistics related to eigenvalues of random matrices. Many mathematical questions remain open; however the results are generally negative, in that typically bootstrap confidence intervals do not have the right coverage probabilities. The only positive results about the bootstrap in that context are situations where the population covariance $\Sigma$ has very isolated eigenvalues, and the problem is hence effectively low-dimensional and therefore of limited mathematical interest.

As such the bootstrap appears as of this writing to be a genuinely perturbation analytic technique and hence to be poorly suited to the kind of problems discussed in this short review.
4 Conclusions

We have presented a small overview of recent results in theoretical statistics focused on the high-dimensional case, where the number of measurements per observation grows with the number of observations.

Mathematical analysis in this setup reveals the breakdown of basic consistency results. Furthermore, classical optimality results (based essentially on the likelihood principle) do not hold, yielding results and methods that upended many practitioners’ intuition.

Interestingly, the analyses summarized above led the way to the proposal of new loss functions outside of “standard” families and adapted to the statistical difficulty of the problem, as measured by $p/n$.

Finally, standard data-driven methods of uncertainty assessment such as the bootstrap seem to completely break down in this setup, where they are most needed by practitioners given the complexity of the problems.

As such the large $n$, large $p$ setting is much more than just a technical hurdle for theoreticians but seems to call for a serious rethinking of tools used by statisticians, whether they be involved in theory, methodology or applications.

Much mathematically stimulating work remains to be done to be able to develop improved methods (both for estimation and uncertainty assessment) and improve our understanding of statistics in this still novel and challenging framework.
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Figure 3. **Comparison of width of 95% confidence intervals of $e_1' \widehat{\beta}_\rho$ for $L_2$ loss:** $\rho(x) = x^2/2$; $e_1$ is the first canonical basis vector in $\mathbb{R}^p$; y-axis is the percent increase of the average confidence interval width based on simulation ($n = 500$), as compared to exact theoretical result for least squares; the percent increase is plotted against the ratio $\kappa = p/n$ (x-axis). Shown are three different choices in simulating the entries of the design matrix $X$: (1) Normal: $X_i \overset{i.i.d.}{\sim} \mathcal{N}(0, \text{Id}_p)$ (2) Ellip. Normal: $X_i = \lambda_i Z_i$ with $\lambda_i \overset{i.i.d.}{\sim} \mathcal{N}(0, 1)$ and independently $Z_i \overset{i.i.d.}{\sim} \mathcal{N}(0, \text{Id}_p)$ and (3) Ellip. Exp: $X_i = \lambda_i Z_i$ with $\lambda_i \overset{i.i.d.}{\sim} \text{Exp}(\sqrt{2})$. The errors $\epsilon_i$’s are i.i.d $\mathcal{N}(0, 1)$.