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Abstract

We discuss recent results on asymptotically efficient estimation of smooth functionals of covariance operator \( \Sigma \) of a mean zero Gaussian random vector \( X \) in a separable Hilbert space based on \( n \) i.i.d. observations of this vector. We are interested in functionals that are of importance in high-dimensional statistics such as linear forms of eigenvectors of \( \Sigma \) (principal components) as well as in more general functionals of the form \( \langle f(\Sigma), B \rangle \), where \( f : \mathbb{R} \rightarrow \mathbb{R} \) is a sufficiently smooth function and \( B \) is an operator with nuclear norm bounded by a constant. In the case when \( X \) takes values in a finite-dimensional space of dimension \( d \leq n^\alpha \) for some \( \alpha \in (0, 1) \) and \( f \) belongs to Besov space \( B^{s}_{\infty,1}(\mathbb{R}) \) for \( s > \frac{1}{1-\alpha} \), we develop asymptotically normal estimators of \( \langle f(\Sigma), B \rangle \) with \( \sqrt{n} \) convergence rate and prove asymptotic minimax lower bounds showing their asymptotic efficiency.

1 Introduction

Let \( X_1, \ldots, X_n \) be i.i.d. random variables sampled from unknown distribution \( P_\theta, \theta \in \Theta \). Assume that the parameter space \( \Theta \) is a subset of a linear normed space and the goal is to estimate \( f(\theta) \) for a smooth functional \( f : \Theta \rightarrow \mathbb{R} \) based on observations \( X_1, \ldots, X_n \). Let \( \ell \) be the set of loss functions \( \ell : \mathbb{R} \rightarrow \mathbb{R}_+ \) such that \( \ell(0) = 0, \ell(-t) = \ell(t), t \in \mathbb{R}, \ell \) is convex and increasing on \( \mathbb{R}_+ \) and for some \( c > 0, \ell(t) = O(e^{c|t|}) \) as \( t \rightarrow \infty \). Let \( Z \) be a standard normal random variable.

Definition 1. An estimator \( T_n = T_n(X_1, \ldots, X_n) \) will be called asymptotically efficient with respect to \( \Theta_n \subset \Theta, n \geq 1 \) with convergence rate \( \sqrt{n} \) and (limit) variance \( \sigma_f^2(\theta) > 0 \).
iff the following properties hold:

\[
\sup_{\theta \in \Theta_n} \sup_{x \in \mathbb{R}} \left| \mathbb{P}_\theta \left\{ \frac{n^{1/2}(T_n(X_1, \ldots, X_n) - f(\theta))}{\sigma_f(\theta)} \leq x \right\} - \mathbb{P}\{Z \leq x\} \right| \to 0,
\]

for all $\ell \in \mathcal{L}$,

\[
\sup_{\theta \in \Theta_n} \mathbb{E}_\theta \ell \left( \frac{n^{1/2}(T_n(X_1, \ldots, X_n) - f(\theta))}{\sigma_f(\theta)} \right) - \mathbb{E}\ell(Z) \to 0 \text{ as } n \to \infty
\]

and

\[
\liminf_{n \to \infty} \inf_{\theta \in \Theta_n} \sup_{\tilde{T}_n} \frac{n\mathbb{E}_\theta(\tilde{T}_n(X_1, \ldots, X_n) - f(\theta))^2}{\sigma_f^2(\theta)} \geq 1
\]

with the infimum in (3) being over all estimators $\tilde{T}_n$.

A similar definition can be also used for more general models in which the data $X^{(n)}$ is sampled from a distribution $P^{(n)}_{\theta}$, $\theta \in \Theta$ as well as in the case of a sequence of smooth functions $f_n : \Theta \mapsto \mathbb{R}$.

The idea of asymptotically efficient estimation (initially understood as asymptotically normal estimation with the smallest possible limit variance) goes back to Fisher [1922, 1925]. Fisher conjectured (“Fisher’s program”) that, under suitable regularity of statistical model, the maximal likelihood method would yield asymptotically efficient estimators with the optimal limit variance being the reciprocal of the Fisher information. The difficulties with implementing Fisher’s program became apparent in the early 50s when Hodges developed a well known counterexample of a super-efficient estimator in a regular statistical model. The development of contemporary view of asymptotic efficiency is due to several authors, in particular, to Le Cam and Hájek (LeCam [1953] and Hájek [1972]). For regular finite-dimensional models, asymptotically efficient estimators of smooth functions $f(\theta)$ could be obtained from the maximum likelihood estimator $\hat{\theta}$ using the Delta Method: for a continuously differentiable function $f$, $f(\hat{\theta}) - f(\theta) = \langle f'(\theta), \hat{\theta} - \theta \rangle + o_P(n^{-1/2})$, implying that $n^{1/2}(f(\hat{\theta}) - f(\theta))$ is asymptotically normal $N(0; \sigma_f^2(\theta))$ with the limit variance $\sigma_f^2(\theta) = \langle I(\theta)^{-1}f'(\theta), f'(\theta) \rangle$, $I(\theta)$ being the Fisher information matrix. The optimality of the limit variance is usually proved using convolution and local asymptotic minimax theorems (Hájek, Le Cam). It could be also proved using van Trees inequality (see Gill and Levit [1995]) leading to bounds similar to (3).

Due to slow convergence rates of estimation of infinite-dimensional parameters in nonparametric statistics, it becomes important to identify low-dimensional features of these parameters that admit asymptotically efficient estimation with parametric $\sqrt{n}$-rate.
Such features are often represented by smooth functionals of infinite-dimensional parameters. Early references on asymptotically efficient estimation of smooth functionals include Levit [1975, 1978] and Ibragimov and Khasminskii [1981] with a number of further publications for the last decades on estimation of linear, quadratic and more general smooth functionals and with connections to extensive literature on efficiency in semiparametric estimation (see Bickel, Klaassen, Ritov, and Wellner [1993], Giné and Nickl [2016] and references therein). Ibragimov, Nemirovski and Khasminskii in Ibragimov, Nemirovski, and Khasminskii [1986] and Nemirovski in Nemirovskii [1990, 2000] systematically studied the problem of estimation of general smooth functionals of unknown parameter of Gaussian shift model. In this model (also known as Gaussian sequence model), the parameter of interest is a “signal” $\theta \in \Theta$, where $\Theta$ is a bounded subset of a separable Hilbert space. Given an orthonormal basis $\{e_k : k \geq 1\}$ of $\mathbb{H}$, the data consists of observations $X_k = (\theta, e_k) + \sigma Z_k, k \geq 1$, where $\{Z_k\}$ are i.i.d. $N(0, 1)$ r.v. and $\sigma$ is a small parameter characterizing the level of the noise (we will set $\sigma := n^{-1/2}$). In Ibragimov, Nemirovski, and Khasminskii [1986] and Nemirovskii [1990, 2000], two different notions of smoothness of a functional $f$ were used, with control of the derivatives either in the operator norm, or in the Hilbert–Schmidt norm (of multilinear forms). The complexity of estimation problem was characterized by the rate of decay of Kolmogorov diameters of set $\Theta$ defined as $d_m(\Theta) := \inf_{L \subset \mathbb{H}, \dim(L) \leq m} \sup_{\theta \in \Theta} \|\theta - P_L \theta\|, m \geq 1$, $P_L$ being the orthogonal projection on subspace $L$. Assuming that $d_m(\Theta) \leq m^{-\beta}, m \geq 1$ for some $\beta > 0$, it was proved that efficient estimation (with a somewhat different definition of efficiency than Definition 1) of a smooth functional $f$ on $\mathbb{H}$ is possible for smoothness parameter $s > s(\beta)$, where $s(\beta)$ is a threshold depending on the rate of decay $\beta$ of Kolmogorov diameters. The estimation method was based on Taylor expansions of $f(\theta)$ around an estimator $\hat{\theta}$ with an optimal nonparametric rate, which allowed to reduce the problem to estimation of polynomial functions on $\mathbb{H}$. Nemirovskii [1990, 2000] also proved that efficient estimation is impossible for some functionals $f$ of smoothness $s < s(\beta)$.

More recently, estimation problems for functionals of unknown parameters have been studied in various models of high-dimensional statistics, including semi-parametric efficiency of regularization-based estimators (such as LASSO) van de Geer, Bühlmann, Ritov, and Dezeure [2014], Javanmard and Montanari [2014], C.-H. Zhang and S. S. Zhang [2014], Janková and van de Geer [2016] as well as minimax optimal rates of estimation of special functionals (in particular, linear and quadratic) Cai and Low [2005b], Cai and Low [2005a], Collier, Comminges, and Tsybakov [2017].

In this paper, we are primarily interested in the problem of estimation of smooth functionals of unknown covariance operator $\Sigma$ based on a sample of size $n$ of i.i.d. mean zero Gaussian random variables with covariance $\Sigma$. In this problem, the maximum likelihood
estimator is the sample covariance $\hat{\Sigma}$. By standard Hájek-LeCam theory, plug-in estimator $h(\hat{\Sigma})$ is an asymptotically efficient estimator of a smooth functional $h(\Sigma)$ in the finite-dimensional case. The problem of asymptotically efficient estimation of general smooth functionals of covariance operators in high-dimensional setting (when the dimension $d$ of the space is allowed to grow with the sample size $n$) has not been systematically studied. However, there are many results on asymptotic normality in this type of problems. In the 80s–90s, Girko developed asymptotically normal (but hardly asymptotically efficient) estimators of many special functionals of covariance matrices in high-dimensional setting (see Girko [1987], Girko [1995] and references therein). Central limit theorems for so called linear spectral statistics $\text{tr}(f(\hat{\Sigma}))$ have been studied in random matrix theory with a number of deep results both in the case of high-dimensional sample covariance (or Wishart matrices) and in other random matrix models such as Wigner matrices, see, e.g., Bai and Silverstein [2004], Lytova and Pastur [2009]. However, these results do not have straightforward statistical implications since $\text{tr}(f(\hat{\Sigma}))$ does not “concentrate” around the corresponding population parameter (with the exception of some special functionals of this form such as log-determinant $\log \det(\Sigma) = \text{tr}(\log \Sigma)$, for which $\log \det(\hat{\Sigma})$ (with a simple bias correction) provides an asymptotically normal estimator (see Girko [1987] and Cai, Liang, and Zhou [2015])). More recent references include Fan, Rigollet, and Wang [2015] where optimal error rates in estimation of several special functionals of covariance under sparsity assumptions were studied and Gao and Zhou [2016] where Bernstein-von Mises type theorems for functionals of covariance were proved.

In what follows, $\mathcal{B}(\mathbb{H})$ is the space of bounded linear operators in a separable Hilbert space $\mathbb{H}$. $\mathcal{B}(\mathbb{H})$ is usually equipped with the operator norm denoted by $\| \cdot \|$. Let $\mathcal{B}_{sa}(\mathbb{H})$ be the subspace of bounded self-adjoint operators. Denote by $\mathcal{C}_+^+(\mathbb{H})$ the cone of self-adjoint positively semi-definite nuclear operators in $\mathbb{H}$ (the covariance operators). We use notation $A^*$ for the adjoint operator of $A$, $\text{rank}(A)$ for the rank of $A$, $\text{tr}(A)$ for the trace of a trace class operator $A$, and $\|A\|_p$ for the Schatten $p$-norm of $A : \|A\|_p^p := \text{tr}(|A|^p)$, $|A| = (A^*A)^{1/2}$, $p \in [1, \infty]$. In particular, $\|A\|_1$ is the nuclear norm, $\|A\|_2$ is the Hilbert–Schmidt norm and $\|A\|_\infty = \|A\|$ is the operator norm of $A$. The inner product notation $\langle \cdot, \cdot \rangle$ is used for the inner product in the underlying Hilbert space $\mathbb{H}$, for the Hilbert–Schmidt inner product between the operators and also for linear functionals on the spaces of operators (for instance, $\langle A, B \rangle$, where $A$ is a bounded operator and $B$ is a nuclear operator, is a value of such a linear functional on the space of bounded operators). Given $u, v \in \mathbb{H}$, $u \otimes v$ denotes the tensor product of vectors $u$ and $v : (u \otimes v)x := u(v, x)$, $x \in \mathbb{H}$. Notation $A \preceq B$ means that operator $B - A$ is positively semi-definite.

We also use the following notations: given $a, b \geq 0$, $a \preceq b$ means that $a \leq cb$ for a numerical constant $c > 0$; $a \succeq b$ is equivalent to $b \preceq a$; $a \asymp b$ is equivalent to $a \preceq b$ and $b \preceq a$. Sometimes, constants in the above relationships depend on some parameter(s).
In such cases, the signs $\preceq, \succeq$ and $\asymp$ are provided with subscripts: $a \preceq \gamma b$ means that $a \leq c_\gamma b$ for a constant $c_\gamma > 0$.

2 Effective rank and estimation of linear functionals of principal components

Let $X$ be a centered Gaussian random variable in a separable Hilbert space $\mathbb{H}$ with covariance operator $\Sigma = \mathbb{E}(X \otimes X)$ and let $X_1, \ldots, X_n$ be a sample of $n$ independent observations of $X$. The sample covariance operator is defined as $\hat{\Sigma} := n^{-1} \sum_{j=1}^n X_j \otimes X_j$. In the finite-dimensional case, it is well known that the operator norm error $\|\hat{\Sigma} - \Sigma\|$ could be controlled in terms of the dimension $d = \dim(\mathbb{H})$ of the space $\mathbb{H}$. In particular (see, e.g., Vershynin [2012]), for all $t \geq 1$ with probability at least $1 - e^{-t}$

$$
\|\hat{\Sigma} - \Sigma\| \preceq \|\Sigma\| \left( \sqrt{\frac{d}{n}} \vee \frac{d}{n} \vee \sqrt{\frac{t}{n}} \vee \frac{t}{n} \right),
$$

which implies $\mathbb{E}\|\hat{\Sigma} - \Sigma\| \asymp \|\Sigma\| \left( \sqrt{\frac{d}{n}} \vee \frac{d}{n} \right)$. These bounds are sharp if the covariance operator is isotropic ($\Sigma = c I$ for a constant $c > 0$), or, more generally, it is of isotropic type, meaning that $c_1 I \preceq \Sigma \preceq c_2 I$ for some constants $0 < c_1 \leq c_2 < \infty$ (it is assumed that $c, c_1, c_2$ are dimension free). The last condition holds, for instance, for well known spiked covariance model introduced by Johnstone [2001] (see also Johnstone and Lu [2009] and Paul [2007]). If the space $\mathbb{H}$ is infinite-dimensional (or it is finite-dimensional, but the covariance operator $\Sigma$ is not of isotropic type), bound (4) is no longer sharp and other complexity parameters become relevant in covariance estimation problem. In particular, Vershynin [2012] suggested to use in such cases so called effective rank $r(\Sigma) := \frac{\text{tr}(\Sigma)}{\|\Sigma\|}$ instead of the dimension. Clearly, $r(\Sigma) \leq \text{rank}(\Sigma) \leq \dim(\mathbb{H})$. The next result was proved by Koltchinskii and Lounici [2017a] and it shows that $r(\Sigma)$ is a natural complexity parameter in covariance estimation (at least, in the Gaussian case).

**Theorem 1.** The following expectation bound holds:

$$
\mathbb{E}\|\hat{\Sigma} - \Sigma\| \asymp \|\Sigma\| \left( \sqrt{\frac{r(\Sigma)}{n}} \vee \frac{r(\Sigma)}{n} \right).
$$

Moreover, for all $t \geq 1$, the following concentration inequality holds with probability at least $1 - e^{-t}$:

$$
\|\hat{\Sigma} - \Sigma\| - \mathbb{E}\|\hat{\Sigma} - \Sigma\| \preceq \|\Sigma\| \left( \left( \sqrt{\frac{r(\Sigma)}{n}} \vee 1 \right) \vee \frac{t}{n} \vee \frac{t}{n} \right).
$$
Note that bounds (5) and (6) were proved in Koltchinskii and Lounici [2017a] in a more general setting of estimation of covariance operator of a Gaussian random variable in a separable Banach space with effective rank defined as $r(\Sigma) := \frac{\mathbb{E}\|X\|^2}{\|\Sigma\|}$. These bounds show that the “relative operator norm error” $\|\Sigma - \Sigma\| / \|\Sigma\|$ is controlled by the ratio $r(\Sigma) / n$ and that condition $r(\Sigma) = o(n)$ is necessary and sufficient for the operator norm consistency of the sample covariance. In view of these results, it became natural to study concentration and normal approximation properties of various statistics represented by functionals of sample covariance in a dimension free framework in which the effective rank $r(\Sigma)$ is allowed to be large (although satisfying the condition $r(\Sigma) = o(n)$, which ensures that $\hat{\Sigma}$ is a small perturbation of $\Sigma$). This was done in Koltchinskii and Lounici [2016] in the case of bilinear forms of spectral projection operators of $\hat{\Sigma}$ (empirical spectral projections) and in Koltchinskii and Lounici [2017c,b] in the case of their squared Hilbert–Schmidt error. It turned out that naive plug-in estimators (such as bilinear forms of empirical spectral projections) are not $p_n$-consistent (unless $r(\Sigma) = o(n)$) due to their substantial bias and bias reduction becomes crucial for asymptotically efficient estimation. We briefly discuss below the approach to this problem developed by Koltchinskii and Lounici [2016], Koltchinskii, Löffler, and Nickl [2017].

Let $\sigma(\Sigma)$ be the spectrum of $\Sigma$ and let $\lambda(\Sigma) = \sup(\sigma(\Sigma)) = \|\Sigma\|$ be its largest eigenvalue. Let $g(\Sigma) := \text{dist}(\lambda(\Sigma); \sigma(\Sigma) \setminus \{\lambda(\Sigma)\})$ be the gap between $\lambda(\Sigma)$ and the rest of the spectrum. Suppose $\lambda(\Sigma)$ has multiplicity 1 and let $P(\Sigma) = \theta(\Sigma) \otimes \theta(\Sigma)$ be the corresponding one-dimensional spectral projection. Here $\theta(\Sigma)$ is the unit eigenvector corresponding to $\lambda(\Sigma)$ (defined up to its sign). Given $u \in \mathbb{H}$, our goal is to estimate the linear functional $\langle \theta(\Sigma), u \rangle$ based on i.i.d. observations $X_1, \ldots, X_n$ sampled from $N(0; \Sigma)$ (note that the value of this functional is also defined only up to its sign, so, essentially, we can estimate only its absolute value). If $\hat{\theta}(\hat{\Sigma})$ denotes a unit eigenvector of sample covariance $\hat{\Sigma}$ that corresponds to its top eigenvalue $\lambda(\hat{\Sigma}) = \|\hat{\Sigma}\|$, then $\langle \theta(\hat{\Sigma}), u \rangle$ is the plug-in estimator of $\langle \theta(\Sigma), u \rangle$. Without loss of generality, we assume in what follows that $\theta(\hat{\Sigma})$ and $\theta(\Sigma)$ are properly aligned in the sense that $\langle \theta(\hat{\Sigma}), \theta(\Sigma) \rangle \geq 0$ (which allows us indeed to view $\langle \theta(\hat{\Sigma}), u \rangle$ as an estimator of $\langle \theta(\Sigma), u \rangle$). It was shown in Koltchinskii and Lounici [2016], that the quantity

$$b(\Sigma) = b_n(\Sigma) := \mathbb{E}_\Sigma \langle \theta(\hat{\Sigma}), \theta(\Sigma) \rangle^2 - 1 \in [-1, 0]$$

characterizes the size of the bias of estimator $\langle \theta(\hat{\Sigma}), u \rangle$. In particular, the results of Koltchinskii and Lounici [2016] and Koltchinskii, Löffler, and Nickl [2017] imply that $\langle \theta(\hat{\Sigma}), u \rangle$ “concentrates” around the value $\sqrt{1 + b(\Sigma)} \langle \theta(\Sigma), u \rangle$ rather than around the value of the functional $\langle \theta(\Sigma), u \rangle$ itself. To state this result more precisely, consider the spectral representation $\Sigma = \sum_{\lambda \in \sigma(\Sigma)} \lambda P_\lambda$ with eigenvalues $\lambda$ and corresponding orthogonal spectral
projections $P_{\lambda}$. Define
\[
C(\Sigma) := \sum_{\lambda \neq \lambda(\Sigma)} (\lambda(\Sigma) - \lambda)^{-1} P_{\lambda} \quad \text{and} \quad \sigma^2(\Sigma; u) := \lambda(\Sigma)\langle \Sigma C(\Sigma)u, C(\Sigma)u \rangle.
\]

For $u \in \mathbb{H}$, $r > 1$, $a > 1$ and $\sigma_0 > 0$, define the following class of covariance operators in $\mathbb{H}$:
\[
S(r, a, \sigma_0, u) := \left\{ \Sigma : r(\Sigma) \leq r, \frac{\|\Sigma\|_s}{\sigma(\Sigma)} \leq a, \sigma^2(\Sigma; u) \geq \sigma_0^2 \right\}.
\]
Note that additional conditions on $r, a, \sigma_0, u$ might be needed for the class $S(r, a, \sigma_0, u)$ to be nonempty.

**Theorem 2.** Let $u \in \mathbb{H}$, $a > 1$ and $\sigma_0 > 0$. Suppose that $r_n > 1$ and $r_n = o(n)$ as $n \to \infty$. Then
\[
\sup_{\Sigma \in S(r_n, a, \sigma_0, u)} \sup_{x \in \mathbb{R}} \left| \mathbb{P}_\Sigma \left\{ \frac{\sqrt{n}(\langle \hat{\theta}(\Sigma), u \rangle - \langle \hat{\theta}(\Sigma), u \rangle)}{\sigma(\Sigma; u)} \leq x \right\} - \mathbb{P}\{Z \leq x\} \right| \to 0
\]
and, for all $\ell \in \mathcal{L}$,
\[
\sup_{\Sigma \in S(r_n, a, \sigma_0, u)} \left| \mathbb{E}_\Sigma \ell \left( \frac{\sqrt{n}(\langle \hat{\theta}(\Sigma), u \rangle - \langle \hat{\theta}(\Sigma), u \rangle)}{\sigma(\Sigma; u)} \right) - \mathbb{E}\ell(Z) \right| \to 0 \quad \text{as} \quad n \to \infty.
\]

It was also proved in Koltchinskii, Löffler, and Nickl [2017] that $b(\Sigma) \asymp \frac{r(\Sigma)}{n}$. This implies that the “bias” $(\sqrt{1 + b(\Sigma)} - 1)\langle \theta(\Sigma), u \rangle$ of estimator $\langle \hat{\theta}(\Sigma), u \rangle$ is asymptotically negligible (of the order $o(n^{-1/2})$) if $r(\Sigma) = o(\sqrt{n})$, which yields the following result:

**Corollary 1.** Let $u \in \mathbb{H}$, $a > 1$ and $\sigma_0 > 0$. Suppose that $r_n > 1$ and $r_n = o(\sqrt{n})$ as $n \to \infty$, and that $S(r, a', \sigma_0', u) \neq \emptyset$ for some $r > 1, a' < a, \sigma_0' > \sigma_0$. Then $\langle \hat{\theta}(\Sigma), u \rangle$ is an asymptotically efficient estimator of $\langle \theta(\Sigma), u \rangle$ with respect to $S(r_n, a, \sigma_0, u)$ with convergence rate $\sqrt{n}$ and variance $\sigma^2(\Sigma; u)$.

On the other hand, it was shown in Koltchinskii, Löffler, and Nickl [ibid.] that, under the assumptions $r_n = o(n)$ and $\frac{r_n}{n^{1/2}} \to \infty$ as $n \to \infty$,
\[
\lim_{n \to \infty} \sup_{\Sigma \in S(r_n, a, \sigma_0, u)} \mathbb{P}_\Sigma \left\{ \|\langle \hat{\theta}(\Sigma), u \rangle - \langle \theta(\Sigma), u \rangle \| \geq c\|u\| \frac{r_n}{n} \right\} = 1
\]
for some constant $c = c(a; \sigma_0) > 0$, implying that $\langle \hat{\theta}(\Sigma), u \rangle$ is not even $\sqrt{n}$-consistent estimator of $\langle \theta(\Sigma), u \rangle$ when effective rank is larger than $\sqrt{n}$. Clearly, slower convergence rate is due to a large bias of the estimator $\langle \theta(\Sigma), u \rangle$ when the complexity of the problem becomes large (the effective rank exceeds $\sqrt{n}$), and bias reduction is crucial to construct a $\sqrt{n}$-consistent estimator in this case. In Koltchinskii and Lounici [2016], a method of bias reduction based on estimation of bias parameter $b(\Sigma)$ was developed. For simplicity,
assume that the sample size is even \( n = 2n' \) and split the sample into two equal parts, each of size \( n' \). Let \( \hat{\Sigma}^{(1)}, \hat{\Sigma}^{(2)} \) be the sample covariances based on these two subsamples and let \( \theta(\hat{\Sigma}^{(1)}), \theta(\hat{\Sigma}^{(2)}) \) be their top principal components. Since for all \( u \in \mathbb{H} \) and for \( i = 1, 2 \), \( \langle \theta(\hat{\Sigma}^{(i)}), u \rangle \) “concentrates” around \( \sqrt{1 + b_{n'}(\Sigma)} \langle \theta(\Sigma), u \rangle \) and \( \theta(\hat{\Sigma}^{(i)}) \), \( i = 1, 2 \) are independent, it is not hard to check that \( \langle \theta(\hat{\Sigma}^{(1)}), \theta(\hat{\Sigma}^{(2)}) \rangle - 1 \) could be used as an estimator of \( b_{n'}(\Sigma) \). It was proved in Koltchinskii and Lounici [2016] that \( \hat{b} - b_{n'}(\Sigma) = o_P(n^{-1/2}) \) provided that \( r(\Sigma) = o(n) \), and this led to a bias corrected estimator \( (1 + \hat{b})^{-1/2} \langle \theta(\hat{\Sigma}^{(1)}), u \rangle \) of linear functional \( \langle \theta(\Sigma), u \rangle \), which was proved to be asymptotically normal with convergence rate \( \sqrt{n} \). This approach was further developed in Koltchinskii, Löffler, and Nickl [2017], where a more subtle version of sample split yielded an asymptotically efficient estimator of the functional \( \langle \theta(\Sigma), u \rangle \). Let \( m = m_n = o(n) \) as \( n \to \infty \), \( m < n/3 \). Split the sample \( X_1, \ldots, X_n \) into three disjoint subsamples, one of size \( n' = n'_n := n - 2m > n/3 \) and two others of size \( m \). Let \( \hat{\Sigma}^{(1)}, \hat{\Sigma}^{(2)}, \hat{\Sigma}^{(3)} \) be the sample covariances based on these three subsamples and let \( \theta(\hat{\Sigma}^{(j)}), j = 1, 2, 3 \) be the corresponding top principal components. Denote

\[
\hat{d} := \frac{|\langle \theta(\hat{\Sigma}^{(1)}), \theta(\hat{\Sigma}^{(2)}) \rangle|}{|\langle \theta(\hat{\Sigma}^{(2)}), \theta(\hat{\Sigma}^{(3)}) \rangle|^{1/2}} \quad \text{and} \quad \hat{\theta} := \frac{\theta(\hat{\Sigma}^{(1)})}{\hat{d} \vee (1/2)}.
\]

**Theorem 3.** Let \( u \in \mathbb{H} \), \( a > 1 \) and \( \sigma_0 > 0 \). Suppose that \( r_n > 1 \) and \( r_n = o(n) \) as \( n \to \infty \). Suppose also that \( S(r, a', \sigma'_0, u) \neq \emptyset \) for some \( r > 1, a' < a, \sigma'_0 > \sigma_0 \). Take \( m = m_n \) such that \( m_n = o(n) \) and \( nr_n = o(m_n^2) \) as \( n \to \infty \). Then \( \langle \hat{\theta}, u \rangle \) is an asymptotically efficient estimator of \( \langle \theta(\Sigma), u \rangle \) with respect to \( S(r_n, a, \sigma_0, u) \) with convergence rate \( \sqrt{n} \) and variance \( \sigma^2(\Sigma; u) \).

The approach to bias reduction and efficient estimation described above is based on rather special structural properties of the bias of empirical spectral projections. In the following sections, we discuss a much more general approach applicable to broader classes of problems.

### 3 Normal approximation bounds for plug-in estimators of smooth functionals

Let \( f : \mathbb{R} \to \mathbb{R} \) be a smooth function and let \( B \) be a nuclear operator in \( \mathbb{H} \). The goal is to estimate functionals of the form \( \langle f(\Sigma), B \rangle, \Sigma \in \mathbb{C}_+(\mathbb{H}) \) based on i.i.d. observations \( X_1, \ldots, X_n \) sampled from the Gaussian distribution with mean zero and covariance operator \( \Sigma \). We will first consider a simple plug-in estimator \( \langle f(\hat{\Sigma}), B \rangle \). To study its properties, we will rely on several results on Fréchet differentiability of operator functions \( \mathcal{B}_{sa}(\mathbb{H}) \ni A \mapsto f(A) \in \mathcal{B}_{sa}(\mathbb{H}) \) with respect to the operator norm as well as on bounds
on the remainder of their Taylor expansions. These results could be found in operator
theory literature (see, in particular, Aleksandrov and Peller [2016]).

We will need the definition of Besov spaces (see Triebel [1983] for more details). Consider a $C^\infty$ function $w \geq 0$ in $\mathbb{R}$ with $\text{supp}(w) \subset [-2, 2]$, satisfying the assumptions $w(t) = 1, |t| \leq 1$ and $w(-t) = w(t), t \in \mathbb{R}$. Let $w_0(t) := w(t/2) - w(t), t \in \mathbb{R}$ (implying that $\text{supp}(w_0) \subset \{t : 1 \leq |t| \leq 4\}$). For $w_j(t) := w_0(2^{-j}t), t \in \mathbb{R}$, we have $\text{supp}(w_j) \subset \{t : 2^j \leq |t| \leq 2^{j+2}\}, j = 0, 1, \ldots$ and also $w(t) + \sum_{j \geq 0} w_j(t) = 1, t \in \mathbb{R}$. Let $W, W_j, j \geq 1$ be functions in Schwartz space $S(\mathbb{R})$ defined by their Fourier transforms: $w(t) = (\mathcal{F}W)(t), w_j(t) = (\mathcal{F}W_j)(t), t \in \mathbb{R}, j \geq 0$. For a tempered distribution $f \in S'(\mathbb{R})$, define its Littlewood-Paley decomposition as the set of functions $f_0 := f \ast W, f_n := f \ast W_{n-1}, n \geq 1$ with compactly supported Fourier transforms. By Paley-Wiener Theorem, $f_n$ can be extended to an entire function of exponential type $2^{n+1}$ (for all $n \geq 0$). It is also well known that $\sum_{n \geq 0} f_n = f$ with convergence of the series in the space $S'(\mathbb{R})$. Define $B^s_{\infty, 1}$-Besov norm as

$$\|f\|_{B^s_{\infty, 1}} := \sum_{n \geq 0} 2^{ns} \|f_n\|_{L^\infty(\mathbb{R})}, s \in \mathbb{R}$$

and let $B^s_{\infty, 1}(\mathbb{R}) := \{f \in S'(\mathbb{R}) : \|f\|_{B^s_{\infty, 1}} < +\infty\}$ be the corresponding (inhomogeneous) Besov space. It is easy to check that, for $s \geq 0$, the series $\sum_{n \geq 0} f_n$ converges uniformly in $\mathbb{R}$ and the space $B^s_{\infty, 1}(\mathbb{R})$ is continuously embedded in the space $C_u(\mathbb{R})$ of all bounded uniformly continuous functions equipped with the uniform norm $\| \cdot \|_{L^\infty(\mathbb{R})}$.

It was proved by Peller [1985] that, for all $f \in B^1_{\infty, 1}(\mathbb{R})$, the mapping $\mathcal{B}_{sa}(\mathbb{H}) \ni A \mapsto f(A) \in \mathcal{B}_{sa}(\mathbb{H})$ is Fréchet differentiable with respect to the operator norm (in fact, Peller used homogeneous Besov spaces). Let $Df(A; H) = Df(A)(H)$ denote its derivative at $A$ in direction $H$. If $A \in \mathcal{B}_{sa}(\mathbb{H})$ is a compact operator with spectral representation $A = \sum_{\lambda \in \sigma(A)} \lambda P_{\lambda}$ with eigenvalues $\lambda$ and spectral projections $P_{\lambda}$, then $Df(A; H) = \sum_{\lambda, \mu \in \sigma(A)} f^{[1]}(\lambda, \mu) P_{\lambda} HP_{\mu}$, where $f^{[1]}(\lambda, \mu) := \frac{f(\lambda) - f(\mu)}{\lambda - \mu}$, $\lambda \neq \mu$, $f^{[1]}(\lambda, \mu) := f'(\lambda)$, $\lambda = \mu$ is Loewner kernel (there are also extensions of this formula for more general operators with continuous spectrum with double operator integrals instead of the sums Peller [2006] and Aleksandrov and Peller [2016]). If $f \in B^s_{\infty, 1}(\mathbb{R})$ for some $s \in (1, 2]$, then the first order Taylor expansion $f(A + H) = f(A) + Df(A)(H) + S_f(A; H)$ holds with the following bound on the remainder: $\|S_f(A; H)\| \lesssim_s \|f\|_{B^s_{\infty, 1}} \|H\|_s, H \in \mathcal{B}_{sa}(\mathbb{H})$ (see Koltchinskii [2017] for the proof fully based on methods of Aleksandrov and Peller [2016]). Applying the Taylor expansion to $f(\hat{\Sigma})$ and using the bound on the remainder along with Theorem 1, we get that

$$f(\hat{\Sigma}) - f(\Sigma) = Df(\Sigma; \hat{\Sigma} - \Sigma) + S_f(\Sigma; \hat{\Sigma} - \Sigma)$$
with \( \| S_f(\Sigma; \hat{\Sigma} - \Sigma) \| = o_P(n^{-1/2}) \) provided that \( r(\Sigma) = o(n^{1-1/s}) \). It is also easy to check that
\[
\sqrt{n} \langle Df(\Sigma; \hat{\Sigma} - \Sigma), B \rangle = n^{-1/2} \sum_{j=1}^{n} \langle Df(\Sigma; X_j \otimes X_j - \Sigma), B \rangle
\]
is asymptotically normal \( N(0; \sigma_f^2(\Sigma, B)) \), \( \sigma_f^2(\Sigma, B) := 2\| \Sigma^{1/2} Df(\Sigma; B) \Sigma^{1/2} \|^2_2 \), which, along with asymptotic negligibility of the remainder, implies the asymptotic normality of
\[
\sqrt{n} \langle f(\hat{\Sigma}), B \rangle - \langle f(\Sigma), B \rangle
\]
with the same limit mean and variance. Similar rather standard perturbation analysis (most often, based on holomorphic functional calculus rather than on more sophisticated tools of Aleksandrov and Peller [2016]) has been commonly used, especially, in applications to PCA, in the case of finite-dimensional problems of bounded dimension, see, e.g., Anderson [2003]. It, however, fails as soon as the effective rank is sufficiently large (above \( n^{1-1/s} \) for functions of smoothness \( s \in (1, 2) \)) since the remainder \( S_f(\Sigma; \hat{\Sigma} - \Sigma) \) of Taylor expansion is not asymptotically negligible. It turns out, that in this case \( \langle f(\hat{\Sigma}), B \rangle \) is still a \( \sqrt{n} \)-consistent and asymptotically normal estimator of its own expectation \( \langle E_{\Sigma} f(\hat{\Sigma}), B \rangle \), but the bias \( \langle E_{\Sigma} f(\hat{\Sigma}) - f(\Sigma), B \rangle \) is no longer asymptotically negligible. In fact, the bias is equal to \( \langle E_{\Sigma} S_f(\Sigma; \hat{\Sigma} - \Sigma), B \rangle \), which is upper bounded by \( \| f \|_{B^s_{\infty,1}} \| B \|_{1} \langle \frac{r(\Sigma)}{n} \rangle^{s/2} \). This bound is sharp for typical smooth functions. For instance, if \( f(x) = x^2 \) and \( B = u \otimes u \), it is easy to check that
\[
\sup_{\| u \| \leq 1} | \langle E_{\Sigma} f(\hat{\Sigma}) - f(\Sigma), u \otimes u \rangle | \asymp \| \Sigma \|^2 \frac{r(\Sigma)}{n},
\]
and the bias is not asymptotically negligible if \( r(\Sigma) \geq n^{1/2} \). Moreover, if \( \frac{r(\Sigma)}{\sqrt{n}} \to \infty \), the plug-in estimator \( \langle f(\hat{\Sigma}), u \otimes u \rangle \) of \( \langle f(\Sigma), u \otimes u \rangle \) is not \( \sqrt{n} \)-consistent (for some \( u \) with \( \| u \| \leq 1 \)).

The next result (see also Koltchinskii [2017]) shows asymptotic normality (with \( \sqrt{n} \)-rate) of \( \langle f(\hat{\Sigma}), B \rangle \) as an estimator of its own expectation. Define
\[
G_{f,B}(r; a; \sigma_0) := \left\{ \Sigma : r(\Sigma) \leq r, \| \Sigma \| \leq a, \sigma_f^2(\Sigma, B) \geq \sigma_0^2 \right\}, \quad r > 1, a > 0, \sigma_0^2 > 0.
\]

**Theorem 4.** Let \( f \in B^s_{\infty,1}(\mathbb{R}) \) for some \( s \in (1, 2) \) and let \( B \) be a nuclear operator. For any \( a > 0, \sigma_0^2 > 0 \) and \( r_n > 1 \) such that \( r_n = o(n) \) as \( n \to \infty \),
\begin{equation}
(7)
\end{equation}
\[
\sup_{\Sigma \in G_{f,B}(r_n; a; \sigma_0)} \sup_{x \in \mathbb{R}} \Pr_\Sigma \left\{ \frac{n^{1/2} \langle f(\hat{\Sigma}) - E_{\Sigma} f(\hat{\Sigma}), B \rangle}{\sigma_f(\Sigma; B)} \leq x \right\} - \Pr \left\{ Z \leq x \right\} \to 0 \text{ as } n \to \infty.
\]

The proof of this result is based on the following simple representation
\[
\langle f(\hat{\Sigma}) - E_{\Sigma} f(\hat{\Sigma}), B \rangle = \frac{1}{n} \sum_{j=1}^{n} \langle Df(\Sigma; X_j \otimes X_j - \Sigma), B \rangle + \langle S_f(\Sigma; \hat{\Sigma} - \Sigma) - E_{\Sigma} S_f(\Sigma; \hat{\Sigma} - \Sigma), B \rangle.
\]
For the first term in the right hand side, it is easy to prove a normal approximation bound based on Berry-Esseen inequality. The main part of the proof deals with the second term, the centered remainder of Taylor expansion \( \langle S_f (\Sigma; \hat{\Sigma} - \Sigma), B \rangle - \mathbb{E} \langle S_f (\Sigma; \hat{\Sigma} - \Sigma), B \rangle \). For this term, the following bound was proved using Gaussian concentration inequality: for all \( t \geq 1 \) with probability at least \( 1 - e^{-t} \),

\[
|\langle S_f (\Sigma; \hat{\Sigma} - \Sigma), B \rangle - \mathbb{E} \langle S_f (\Sigma; \hat{\Sigma} - \Sigma), B \rangle| \lesssim s \| f \|_{B_{2,1}^s} \| B \|_1 \| \Sigma \|_t \sqrt{\left( \frac{r(\Sigma)}{n} \right)^{(s-1)/2} \sqrt{\left( \frac{r(\Sigma)}{n} \right)^{s-1/2} \sqrt{\left( \frac{t}{n} \right)^{(s-1)/2}} \sqrt{\left( \frac{t}{n} \right)^{s-1/2}}}} \sqrt{\frac{1}{n}}.
\]

It implies that the centered remainder is of the order \( \left( \frac{r(\Sigma)}{n} \right)^{(s-1)/2} \sqrt{\frac{1}{n}} \), which is \( o(n^{-1/2}) \) as soon as \( r(\Sigma) = o(n) \).

If \( \Sigma \in \mathcal{G}_{f,B}(r_n; a; \sigma_0) \) with \( r_n = o(n^{1-1/s}) \), the bias \( \langle \mathbb{E}_\Sigma f(\hat{\Sigma}) - f(\Sigma), B \rangle \) is of the order \( o(n^{-1/2}) \) and plug-in estimator \( \langle f(\hat{\Sigma}), B \rangle \) of \( \langle f(\Sigma), B \rangle \) is asymptotically normal with \( \sqrt{n} \)-rate. The following corollary of Theorem 4 holds.

**Corollary 2.** Let \( f \in B_{2,1}^s(\mathbb{R}) \) for some \( s \in (1, 2] \), and let \( B \) be a nuclear operator. Let \( a > 0, \sigma_0^2 > 0 \) and let \( r_n > 1 \) be such that \( r_n \to \infty \) and \( r_n = o(n^{1-1/s}) \) as \( n \to \infty \). Suppose that \( \mathcal{G}_{f,B}(r; a'; \sigma_0') \neq \emptyset \) for some \( r > 1, a' < a, \sigma_0' > \sigma_0 \). Then \( \langle f(\hat{\Sigma}), B \rangle \) is an asymptotically efficient estimator of \( \langle f(\Sigma), B \rangle \) with respect to \( \mathcal{G}_{f,B}(r_n; a; \sigma_0) \) with convergence rate \( \sqrt{n} \) and variance \( \sigma_f^2(\Sigma; B) \).

Thus, as soon as \( r_n = o(n^{1/2}) \) and \( f \) is sufficiently smooth, the plug-in estimator is asymptotically efficient. However, as we have already pointed out above, this conclusion is not true if \( r_n \geq n^{1/2} \) regardless of the degree of smoothness of \( f \) (even in the case of function \( f(x) = x^2 \)). Moreover, not only asymptotic efficiency, but even \( \sqrt{n} \)-consistency of the plug-in estimator does not hold in this case, and the problem of asymptotically efficient estimation of functionals \( \langle f(\Sigma), B \rangle \) becomes much more complicated. In the following sections, we outline a solution of this problem with the dimension of the space rather than the effective rank playing the role of complexity parameter. The idea of our approach is to try to find a function \( g \) on the space \( \mathcal{B}_{sa}(\mathbb{H}) \) of self-adjoint operators that solves approximately the equation \( \mathbb{E}_\Sigma g(\hat{\Sigma}) = f(\Sigma) \) with an error of the order \( o(n^{-1/2}) \). If such solution \( g \) is sufficiently smooth, it could be possible to prove an analog of normal approximation of Theorem 4 for estimator \( \langle g(\hat{\Sigma}), B \rangle \). Since the bias of this estimator is asymptotically negligible, it would be possible to show asymptotic normality of \( \langle g(\hat{\Sigma}), B \rangle \) as an estimator of \( \langle f(\Sigma), B \rangle \).
Bootstrap Chain bias reduction and asymptotically efficient estimation

Assume that \(d := \dim(H)\) is finite (in what follows, \(d = d_n\) could grow with \(n\)). It also will be assumed that the covariance operator \(\Sigma\) is of isotropic type. The following integral operator on the cone \(C_+^+(H)\) will be crucial in our approach:

\[
T g(\Sigma) := \mathbb{E} \Sigma g(\hat{\Sigma}) = \int_{C_+^+(H)} g(S) P(\Sigma; dS), \Sigma \in C_+^+(H).
\]

Here \(P(\Sigma; \cdot)\) is the distribution of the sample covariance \(\hat{\Sigma}\) based on \(n\) i.i.d. observations sampled from \(N(0; \Sigma)\). Clearly, \(P(\Sigma; \cdot)\) is a rescaled Wishart distribution and \(P(\cdot; \cdot)\) is a Markov kernel on the cone \(C_+^+(H)\). We will call \(T\) the Wishart operator and view it as an operator acting on bounded measurable functions on the cone \(C_+^+(H)\) with values either in \(\mathbb{R}\) or in \(\mathcal{B}_{sa}(H)\). Such operators are well known in the theory of Wishart matrices (see, e.g., James [1961], Letac and Massam [2004]). To obtain an unbiased estimator \(g(\hat{\Sigma})\) of \(f(\Sigma)\), one needs to solve the integral equation \(T g(\Sigma) = f(\Sigma), \Sigma \in C_+^+(H)\) (the Wishart equation). Denoting \(\mathcal{B} := T - \mathcal{I}, \mathcal{I}\) being the identity operator, one can write the solution of the Wishart equation as a formal Neumann series \(g(\Sigma) = (\mathcal{I} + \mathcal{B})^{-1} f(\Sigma) = \sum_{j=0}^{\infty} (-1)^j \mathcal{B}^j f(\Sigma)\). We will use its partial sums to define approximate solutions of the Wishart equation:

\[
f_k(\Sigma) := \sum_{j=0}^{\infty} (-1)^j \mathcal{B}^j f(\Sigma), \Sigma \in C_+^+(H), k \geq 0,
\]

with \(f_k(\hat{\Sigma})\) for a properly chosen \(k\) being an estimator of \(f(\Sigma)\). Note that its bias is

\[
\mathbb{E}_\Sigma f_k(\hat{\Sigma}) - f(\Sigma) = (-1)^k \mathcal{B}^{k+1} f(\Sigma), \Sigma \in C_+^+(H)
\]

and, to justify this approach to bias reduction, one has to show that, for smooth enough functions \(f\) and large enough value of \(k\), \(\langle \mathcal{B}^{k+1} f(\Sigma), B \rangle\) is of the order \(o(n^{-1/2})\). Note that a similar approach was recently discussed by Jiao, Han, and Weissman [2017] in the case of a problem of estimation of smooth function of parameter of binomial model \(B(n; \theta), \theta \in [0, 1]\). If \(\hat{\theta}\) denotes the frequency, then \(T g(\theta) = \mathbb{E}_\theta g(\hat{\theta})\) is a Bernstein polynomial approximation of function \(g\) and bounds on \(\mathcal{B}^{k+1} f(\theta)\) were deduced in Jiao, Han, and Weissman [ibid.] from some results of classical approximation theory (see, e.g., Totik [1994]).

We describe below our approach in Koltchinskii [2017] based on a Markov chain interpretation of the problem. To this end, consider a Markov chain \(\hat{\Sigma}^{(0)} = \Sigma \rightarrow \hat{\Sigma}^{(1)} = \hat{\Sigma} \rightarrow \hat{\Sigma}^{(2)} \rightarrow \ldots\) in the cone \(C_+^+(H)\) with transition probability kernel \(P(\cdot; \cdot)\). Note that
for any \( t \geq 1 \), \( \hat{\Sigma}^{(t)} \) can be viewed as the sample covariance based on \( n \) i.i.d. observations sampled from normal distribution \( N(0; \hat{\Sigma}^{(t-1)}) \), conditionally on \( \hat{\Sigma}^{(t-1)} \). In other words, the Markov chain \( \hat{\Sigma}^{(t)} \), \( t = 0, 1, 2, \ldots \) is an outcome of iterative parametric bootstrap procedure and it will be called in what follows the Bootstrap Chain. By bound (4), conditionally on \( \hat{\Sigma}^{(t-1)} \), with a high probability \( \| \hat{\Sigma}^{(t)} - \hat{\Sigma}^{(t-1)} \| \lesssim \| \hat{\Sigma}^{(t-1)} \| \sqrt{\frac{d}{n}} \), implying that the Bootstrap Chain moves with “small steps”, provided that \( d = o(n) \). Now observe that \( T^k f(\Sigma) = \mathbb{E}_\Sigma f(\hat{\Sigma}^{(k)}) \) and, by Newton’s binomial formula,

\[
(9) \quad \mathfrak{B}^k f(\Sigma) = (\mathfrak{I} - \mathfrak{I})^k f(\Sigma) = \sum_{j=0}^{k} (-1)^{k-j} \binom{k}{j} \mathfrak{I}^j f(\Sigma) = \mathbb{E}_\Sigma \sum_{j=0}^{k} (-1)^{k-j} \binom{k}{j} f(\hat{\Sigma}^{(j)}).
\]

Note that to compute functions \( \mathfrak{B}^k f(\hat{\Sigma}) \), \( k \geq 1 \) (which is needed to compute the estimator \( f_k(\hat{\Sigma}) \)) one can use bootstrap: \( \mathfrak{B}^k f(\hat{\Sigma}) = \mathbb{E}_\Sigma \sum_{j=0}^{k} (-1)^{k-j} \binom{k}{j} f(\hat{\Sigma}^{(j+1)}) \) since the Bootstrap Chain now starts with \( \hat{\Sigma}^{(0)} = \hat{\Sigma} \), and it can be approximated by the average of Monte Carlo simulations of \( \sum_{j=0}^{k} (-1)^{k-j} \binom{k}{j} f(\hat{\Sigma}^{(j+1)}) \).

Denote \( F(j) := f(\hat{\Sigma}^{(j)}) \), \( j \geq 0 \) and \( \Delta F(j) := F(j+1) - F(j) \), \( j \geq 0 \). Then \( \sum_{j=0}^{k} (-1)^{k-j} \binom{k}{j} f(\hat{\Sigma}^{(j)}) = \Delta^k F(0) \) is the \( k \)-th order difference of sequence \( F(j) \), \( j \geq 0 \) at \( j = 0 \) (in other words, the \( k \)-th order difference of function \( f \) on the Markov chain \( \{\hat{\Sigma}^{(t)}\} \)). It is well known that, for a \( k \) times continuously differentiable function \( f \) in \( \mathbb{R} \) the \( k \)-th order difference \( \Delta^k_h f(x) \), where \( \Delta^k_h f(x) := f(x + h) - f(x) \), is of the order \( O(h^k) \) as \( h \to 0 \). Since the chain \( \{\hat{\Sigma}^{(t)}\} \) moves with steps \( \Delta \approx \sqrt{\frac{d}{n}} \), it becomes plausible that, on average, \( \sum_{j=0}^{k} (-1)^{k-j} \binom{k}{j} f(\hat{\Sigma}^{(j)}) \) would be of the order \( O((\frac{d}{n})^{k/2}) \) for functions of smoothness \( k \). The justification of this heuristic will be discussed in some detail in the next section and it is based on the development of certain integral representations of functions \( \mathfrak{B}^k f(\Sigma) \), \( k \geq 1 \) that rely on properties of orthogonally invariant functions on the cone \( \mathcal{C}_+(\mathbb{H}) \). These representations are then used to obtain bounds on operators \( \mathfrak{B}^k f(\Sigma) \) and on the bias \( \mathbb{E}_\Sigma f_k(\hat{\Sigma}) - f(\Sigma) \) of estimator \( f(\Sigma) \), to study smoothness properties of functions \( \mathfrak{B}^k f(\Sigma) \) and \( f_k(\Sigma) \) that allow us to prove concentration bounds on the remainder \( \langle S_{f_k}(\Sigma; \hat{\Sigma} - \Sigma), B \rangle \) of the first order Taylor expansion of \( \langle f_k(\hat{\Sigma}), B \rangle \) and, finally, to establish normal approximation bounds for \( \langle f_k(\hat{\Sigma}) - f(\Sigma), B \rangle \). This leads to the following result.

For given \( d > 1 \), \( a > 0 \) and \( \sigma_0^2 > 0 \), let \( S_{f,B}(d; a; \sigma_0) \) be the set of all covariance operators in \( d \)-dimensional space \( \mathbb{H} \) such that \( \| \Sigma \| \leq a \), \( \| \Sigma^{-1} \| \leq a \) and \( \sigma_f^2(\Sigma; B) \geq \sigma_0^2 \).
Theorem 5. Suppose that, for some $\alpha \in (0, 1)$, $1 \leq d_n \leq n^\alpha$, $n \geq 1$. Let $B = B_n$ be a self-adjoint operator with $\|B\|_1 \leq 1$. Let $f \in B_{\infty, 1}^s(\mathbb{R})$ for some $s > \frac{1}{1-\alpha}$, and let $k$ be an integer number such that, for some $\beta \in (0, 1]$, $\frac{1}{1-\alpha} < k + 1 + \beta \leq s$. Finally, suppose that $S_{f, B}(d_n; a'; \sigma_0^2) \neq \emptyset$ for some $a' < a, \sigma_0' > \sigma_0$ and for all large enough $n$. Then $(f_k(\hat{\Sigma}), B)$ is an asymptotically efficient estimator of $(f(\Sigma), B)$ with respect to $S_{f, B}(d_n; a; \sigma_0)$ with convergence rate $\sqrt{n}$ and variance $\sigma^2_f(\Sigma; B)$.

Note that for $\alpha \in (0, 1/2)$ and $s > \frac{1}{1-\alpha}$, we can set $k = 0$. In this case, $f_k(\hat{\Sigma}) = f(\hat{\Sigma})$ is a standard plug-in estimator (see also Corollary 2). For $\alpha = \frac{1}{2}$, the assumption $s > 2$ is needed and, to satisfy the condition $k + 1 + \beta > \frac{1}{1-\alpha} = 2$, we should choose $k = 1$. The bias correction becomes nontrivial in this case. For larger values of $\alpha$, more smoothness of $f$ and more iterations $k$ in the bias reduction method are needed.

5 Wishart operators and orthogonally invariant functions

In this section, we outline our approach to the proof of Theorem 5 (see Koltchinskii [2017] for further details). The idea is to represent function $f$ in the form $f(x) = x \psi'(x), x \in \mathbb{R}$, where $\psi$ is a smooth function in the real line. Consider now the functional $g(\Sigma) := \text{tr}(\psi(\Sigma))$. Then, $g$ is Fréchet differentiable with derivative $Dg(\Sigma) = \psi'(\Sigma)$ and

$$\tag{10} f(\Sigma) = \Sigma^{1/2} Dg(\Sigma) \Sigma^{1/2} =: \mathcal{D}g(\Sigma).$$

The functional $g(\Sigma)$ is orthogonally invariant which allowed us to develop integral representations of functions $\mathcal{B}^k \mathcal{D}g(\Sigma)$ and use them to study analytic properties of functions $\mathcal{B}^k f(\Sigma)$ and $f_k(\Sigma)$.

As in the previous section, we assume that $\mathbb{H}$ is a finite-dimensional inner product space of dimension $\dim(\mathbb{H}) = d$. Recall that $\mathcal{T} g(\Sigma) = E_{\Sigma} g(\hat{\Sigma}), \Sigma \in \mathcal{C}_+(\mathbb{H})$. We will view $\mathcal{T}$ as an operator from the space $L_\infty(\mathcal{C}_+(\mathbb{H}))$ into itself, $L_\infty(\mathcal{C}_+(\mathbb{H}))$ being the space of uniformly bounded Borel measurable real valued functions on the cone $\mathcal{C}_+(\mathbb{H})$. Alternatively, $\mathcal{T}$ can be viewed as an operator from $L_\infty(\mathcal{C}_+(\mathbb{H}); \mathcal{B}_{sa}(\mathbb{H}))$ into $L_\infty(\mathcal{C}_+(\mathbb{H}); \mathcal{B}_{sa}(\mathbb{H}))$ (the space of uniformly bounded Borel measurable functions from $\mathcal{C}_+(\mathbb{H})$ into $\mathcal{B}_{sa}(\mathbb{H})$).

A function $g \in L_\infty(\mathcal{C}_+(\mathbb{H}))$ is called orthogonally invariant iff, for all orthogonal transformations $U$ of $\mathbb{H}$, $g(U\Sigma U^{-1}) = g(\Sigma), \Sigma \in \mathcal{C}_+(\mathbb{H})$. Any such function $g$ could be represented as a symmetric function $\varphi$ of eigenvalues $\lambda_1(\Sigma), \ldots, \lambda_d(\Sigma)$ of $\Sigma : g(\Sigma) = \varphi(\lambda_1(\Sigma), \ldots, \lambda_d(\Sigma))$. A typical example is orthogonally invariant function $g(\Sigma) = \text{tr}(\psi(\Sigma)) = \sum_{j=1}^d \psi(\lambda_j(\Sigma))$ for a function of real variable $\psi$. Denote by $L_\infty^O(\mathcal{C}_+(\mathbb{H}))$ the subspace of all orthogonally invariant functions from $L_\infty(\mathcal{C}_+(\mathbb{H}))$. Clearly, $L_\infty^O(\mathcal{C}_+(\mathbb{H}))$ is an algebra. It is easy to see that operators $\mathcal{T}$ and $\mathcal{B} = \mathcal{T} - \mathcal{I}$ map the space $L_\infty^O(\mathcal{C}_+(\mathbb{H}))$ into itself.
A function $g \in L_\infty(\mathcal{C}_+(\mathbb{H})); \mathcal{B}_{sa}(\mathbb{H})$ is called orthogonally equivariant iff, for all orthogonal transformations $U$, $g(U\Sigma U^{-1}) = U g(\Sigma) U^{-1}, \Sigma \in \mathcal{C}_+(\mathbb{H})$. A function $g : \mathcal{C}_+(\mathbb{H}) \mapsto \mathcal{B}_{sa}(\mathbb{H})$ will be called differentiable (continuously differentiable) in $\mathcal{C}_+(\mathbb{H})$ with respect to the operator norm iff there exists a uniformly bounded, Lipschitz and differentiable (continuously differentiable) extension of $g$ to an open set $G, \mathcal{C}_+(\mathbb{H}) \subset G \subset \mathcal{B}_{sa}(\mathbb{H})$. If $g : \mathcal{C}_+(\mathbb{H}) \mapsto \mathbb{R}$ is orthogonally invariant and continuously differentiable in $\mathcal{C}_+(\mathbb{H})$ with derivative $Dg$, then it is easy to check that $Dg$ is orthogonally equivariant.

We will use some simple properties of operators $T$ and $B = T - \mathcal{I}$ acting in the space $L_\infty^O(\mathcal{C}_+(\mathbb{H}))$ of uniformly bounded orthogonally invariant functions (and its subspaces). These properties are well known in the literature on Wishart distribution (at least, in the case of orthogonally invariant polynomials, see, e.g., Letac and Massam [2004]). Define the following differential operator $D_g(\Sigma) := \Sigma^{1/2} D g(\Sigma) \Sigma^{1/2}$ acting on continuously differentiable functions in $\mathcal{C}_+(\mathbb{H})$. It turns out that operators $T$ and $D$ commute (and, as a consequence, $B$ and $D$ also commute).

**Proposition 1.** If $g \in L_\infty^O(\mathcal{C}_+(\mathbb{H}))$ is continuously differentiable in $\mathcal{C}_+(\mathbb{H})$ with a uniformly bounded derivative $Dg$, then, for all $\Sigma \in \mathcal{C}_+(\mathbb{H})$, $\mathcal{D} T g(\Sigma) = T \mathcal{D} g(\Sigma)$ and $\mathcal{D} \mathcal{B} g(\Sigma) = \mathcal{B} \mathcal{D} g(\Sigma)$.

Let $W$ be the sample covariance based on i.i.d. standard normal random variables $Z_1, \ldots, Z_n$ in $\mathbb{H}$ (in other words, $nW$ has standard Wishart distribution) and let $W_1, \ldots, W_k, \ldots$ be i.i.d. copies of $W$. The next proposition provides representations of operators $T^k$ and $B^k$ that will be used in what follows.

**Proposition 2.** For all $g \in L_\infty^O(\mathcal{C}_+(\mathbb{H}))$ and for all $k \geq 1$,

\[
T^k g(\Sigma) = \mathbb{E} g(W_k^{1/2} \ldots W_1^{1/2} \Sigma W_1^{1/2} \ldots W_k^{1/2})
\]

and

\[
B^k g(\Sigma) = \mathbb{E} \sum_{I \subset \{1, \ldots, k\}} (-1)^{k - |I|} g(A_I^* \Sigma A_I),
\]

where $A_I := \prod_{i \in I} W_i^{1/2}$. If, in addition, $g$ is continuously differentiable in $\mathcal{C}_+(\mathbb{H})$ with a uniformly bounded derivative $Dg$, then

\[
D B^k g(\Sigma) = \mathbb{E} \sum_{I \subset \{1, \ldots, k\}} (-1)^{k - |I|} A_I D g(A_I^* \Sigma A_I) A_I^*,
\]

and, for all $\Sigma \in \mathcal{C}_+(\mathbb{H})$,

\[
\mathcal{D} T^k g(\Sigma) = T^k \mathcal{D} g(\Sigma) \quad \text{and} \quad \mathcal{D} B^k g(\Sigma) = B^k \mathcal{D} g(\Sigma).
\]
\( B^k D g (\Sigma) = \mathcal{D} B^k g (\Sigma) = \mathbb{E} \left( \sum_{I \subset \{1, \ldots, k\}} (-1)^{k-|I|} \Sigma^{1/2} A_I D g (A_I^* \Sigma A_I) A_I^{1/2} \right) \).

**Proof.** Note that \( \hat{\Sigma} \; d \; = \; \Sigma^{1/2} W \Sigma^{1/2} \), It is easy to check that
\[
W^{1/2} \Sigma W^{1/2} = U^{-1} \Sigma^{1/2} W \Sigma^{1/2} U
\]
where \( U \) is an orthogonal operator. Since \( g \) is orthogonally invariant, we have
\[
T g (\Sigma) = \mathbb{E}_\Sigma \; g (\hat{\Sigma}) = \mathbb{E}_g (W^{1/2} \Sigma W^{1/2}).
\]
Recall that orthogonal invariance of \( g \) implies orthogonal invariance of \( T g \) and, by induction, of \( T^k g \) for all \( k \geq 1 \). Then, also by induction, (16) implies that
\[
T^k g (\Sigma) = \mathbb{E}_g (W_k^{1/2} \ldots W_1^{1/2} \Sigma W_1^{1/2} \ldots W_k^{1/2}).
\]
For \( I \subset \{1, \ldots, k\} \) with \( |I| = \text{card}(I) = j \) and \( A_I = \prod_{i \in I} W_i^{1/2} \), it follows that
\[
T^j g (\Sigma) = \mathbb{E}_g (A_I^* \Sigma A_I). \]
In view of (9), we easily get (12). If \( g \) is continuously differentiable in \( C_+ (\mathbb{H}) \) with a uniformly bounded derivative \( D g \), then (12) implies (13). Finally, it follows from (13) that the derivatives \( D B^k g, k \geq 1 \) are continuous and uniformly bounded in \( C_+ (\mathbb{H}) \). Similar property holds for the derivatives \( D T^k g, k \geq 1 \) (as a consequence of (11) and the properties of \( g \)). Therefore, (14) follows from Proposition 1 by induction. Formula (15) follows from (14) and (13).

The following functions provide the linear interpolation between the identity operator \( I \) and operators \( W_1^{1/2}, \ldots, W_k^{1/2} \):
\[
V_j (t_j) := I + t_j (W_j^{1/2} - I), t_j \in [0, 1], 1 \leq j \leq k.
\]
Note that for all \( j = 1, \ldots, k \), \( t_j \in [0, 1], V_j (t_j) \in C_+ (\mathbb{H}) \). Let
\[
R = R(t_1, \ldots, t_k) = V_1 (t_1) \ldots V_k (t_k), \quad L = L(t_1, \ldots, t_k) = V_k (t_k) \ldots V_1 (t_1) = R^*
\]
and define
\[
S = S(t_1, \ldots, t_k) = L(t_1, \ldots, t_k) \Sigma R(t_1, \ldots, t_k), (t_1, \ldots, t_k) \in [0, 1]^k,
\]
\[
\varphi (t_1, \ldots, t_k) := \Sigma^{1/2} R (t_1, \ldots, t_k) D g (S (t_1, \ldots, t_k)) L (t_1, \ldots, t_k) \Sigma^{1/2}, (t_1, \ldots, t_k) \in [0, 1]^k.
\]

The following representation is basic in the analysis of functions \( B^k D g (\Sigma) \).
Proposition 3. Suppose $g \in L_\infty^0(\mathcal{C}_+^{(1)}(\mathbb{H}))$ is $k + 1$ times continuously differentiable function with uniformly bounded derivatives $D^j g$, $j = 1, \ldots, k + 1$. Then the function $\varphi$ is $k$ times continuously differentiable in $[0, 1]^k$ and

$$
\tag{17}
\mathcal{B}^k D g(\Sigma) = \mathbb{E} \int_0^1 \cdots \int_0^1 \frac{\partial^k \varphi(t_1, \ldots, t_k)}{\partial t_1 \cdots \partial t_k} dt_1 \cdots dt_k.
$$

Proof. For $\phi : [0, 1]^k \mapsto \mathbb{R}$, define finite difference operators

$$
\Delta_i \phi(t_1, \ldots, t_k) := \phi(t_1, \ldots, t_{i-1}, 1, t_{i+1}, \ldots, t_k) - \phi(t_1, \ldots, t_{i-1}, 0, t_{i+1}, \ldots, t_k).
$$

Then $\Delta_1 \ldots \Delta_k \phi$ is given by the following formula

$$
\tag{18}
\Delta_1 \ldots \Delta_k \phi = \sum_{(t_1, \ldots, t_k) \in \{0, 1\}^k} (-1)^{k - (t_1 + \cdots + t_k)} \phi(t_1, \ldots, t_k).
$$

It is well known that, if $\phi$ is $k$ times continuously differentiable in $[0, 1]^k$, then

$$
\tag{19}
\Delta_1 \ldots \Delta_k \phi = \int_0^1 \cdots \int_0^1 \frac{\partial^k \phi(t_1, \ldots, t_k)}{\partial t_1 \cdots \partial t_k} dt_1 \cdots dt_k.
$$

Formula (19) also holds for vector- and operator-valued functions $\phi$. Identities (15) and (18) imply that

$$
\tag{20}
\mathcal{B}^k D g(\Sigma) = \mathbb{E} \Delta_1 \ldots \Delta_k \varphi.
$$

Since $D g$ is $k$ times continuously differentiable and functions $S(t_1, \ldots, t_k)$, $R(t_1, \ldots, t_k)$ are polynomials with respect to $t_1, \ldots, t_k$, the function $\varphi$ is $k$ times continuously differentiable in $[0, 1]^k$. Representation (17) follows from (20) and (19). □

Representation (17) implies a bound on $\|\mathcal{B}^k D g(\Sigma)\|$ of the order $O\left((\frac{d}{n})^{k/2}\right)$.

Theorem 6. Suppose $k \leq d \leq n$ and let $g \in L_\infty^0(\mathcal{C}_+^{(1)}(\mathbb{H}))$ be a $k + 1$ times continuously differentiable function with uniformly bounded derivatives $D^j g$, $j = 1, \ldots, k + 1$. Then the following bound holds for some constant $C > 0$:

$$
\tag{21}
\|\mathcal{B}^k D g(\Sigma)\| \leq C^{k^2} \max_{1 \leq j \leq k + 1} \|D^j g\|_{L_\infty^0}(\|\Sigma\|^k + \|\Sigma\|) \left(\frac{d}{n}\right)^{k/2}, \Sigma \in \mathcal{C}_+^{(1)}(\mathbb{H}).
$$

1 Note that $j$-th derivative $D^j g(\Sigma)$ can be viewed as symmetric $j$-linear form $D^j g(\Sigma)(H_1, \ldots, H_j)$, $H_1, \ldots, H_j \in \mathcal{B}_{sa}(\mathbb{H})$. The space of such $j$-linear forms $M(H_1, \ldots, H_j)$ is equipped with operator norm: $\|M\| := \sup_{\|H_1\|, \ldots, \|H_j\| \leq 1} |M(H_1, \ldots, H_j)|$. The $L_\infty$-norm $\|D^j g\|_{L_\infty}$ is then defined as $\|D^j g\|_{L_\infty} := \sup_{\Sigma \in \mathcal{C}_+^{(1)}(\mathbb{H})} \|D^j g(\Sigma)\|$. 


The proof is based on deriving the following bound on the partial derivative \( \frac{\partial^k \varphi(t_1, \ldots, t_k)}{\partial t_1 \ldots \partial t_k} \) in (17):

\[
\left\| \frac{\partial^k \varphi(t_1, \ldots, t_k)}{\partial t_1 \ldots \partial t_k} \right\| \leq 3^k 2^k (2k+1) \max_{1 \leq j \leq k+1} \| D^j g \|_{L_\infty} (\| \Sigma \|^{k+1} \vee \| \Sigma \|) \prod_{i=1}^{k} (1 + \delta_i)^{2k+1} \delta_i,
\]

where \( \delta_i := \| W_i - I \| \). Substituting (22) in (17), using independence of r.v. \( \delta_i \) and bound (4), one can complete the proof.

Representation (17) can be also used to study differentiability of function \( \mathfrak{B}^k \mathfrak{D} g(\Sigma) \) and to obtain bounds on the remainder of its Taylor expansion. In view of representation (10) and properties of operators \( \mathfrak{T}, \mathfrak{B}, \mathfrak{D} \) (see Proposition 2), this could be further used to prove concentration bounds for the remainder of first order Taylor expansion \( \langle S_{f_k}(\Sigma; \hat{\Sigma} - \Sigma), B \rangle \), to prove normal approximation bounds for \( \langle f_k(\hat{\Sigma}) - \mathbb{E}_{\Sigma} f_k(\hat{\Sigma}), B \rangle \) and bounds on the bias \( \langle \mathbb{E}_{\Sigma} f_k(\hat{\Sigma}) - f(\Sigma), B \rangle \), leading to the proof of Theorem 5 (see Koltchinskii [2017] for more details).

6 Open Problems

We discuss below several open problems related to estimation of smooth functionals of covariance.

1. It would be of interest to study asymptotically efficient estimation of functionals \( \langle f(\Sigma), B \rangle \) in a dimension-free framework with effective rank playing the role of complexity parameter and in the classes of covariance operators not necessarily of isotropic type. The question is whether a version of Theorem 5 holds for the class \( \mathcal{G}_{f,B}(r_n; a; \sigma_0) \) (instead of \( \mathcal{G}_{f,B}(d_n; a; \sigma_0) \)) with \( r_n \leq n^\alpha, \alpha \in (0, 1) \). The main difficulty is to understand how to control \( k \)-th order difference \( \sum_{j=0}^{k} (-1)^{k-j} \binom{k}{j} f(\hat{\Sigma}^{(j)}) \) of smooth function \( f \) along the trajectory of Bootstrap Chain in this case (compare with the approach outlined in Section 5).

2. Another problem is to understand whether the smoothness threshold \( s > \frac{1}{1-\alpha} \) for asymptotically efficient estimation of functionals \( \langle f(\Sigma), B \rangle \) is sharp (a similar problem was solved in Ibragimov, Nemirovski, and Khasminskii [1986] and Nemirovski [2000] in the case of Gaussian shift model).

3. It would be also of interest to study minimax optimal convergence rates of estimation of functionals \( \langle f(\Sigma), B \rangle \) in the case when the nuclear norm of operator \( B \) is not bounded by a constant. This includes, for instance, functionals \( \text{tr}(f(\Sigma)) \) (the case of \( B = I \)). In such problems, the \( \sqrt{n} \)-convergence rate no longer holds (see, for instance, the example of estimation of log-determinant Cai, Liang, and Zhou [2015] for which the rate becomes of the order \( \asymp \sqrt{\frac{n}{\alpha}} \)). A more general problem is to study minimax optimal convergence
rate of estimation of smooth orthogonally invariant functionals of $\Sigma$. The Bootstrap Chain bias reduction could be still relevant in such problems.

4. One more problem is to study estimation of smooth functionals under further “complexity” constraints (such as smoothness or sparsity) on the set of possible covariance operators. For instance, if $S \subset C_+(H)$ is a set of covariance operators and $\mathfrak{M}$ is a family of finite-dimensional subspaces of $H$, the complexity of $S$ could be characterized by quantities

$$d_m(S; \mathfrak{M}) := \inf_{L \in \mathfrak{M}, \dim(L) \leq m} \sup_{\Sigma \in S} \| \Sigma - P_L \Sigma P_L \|, \ m \geq 1.$$ 

Assuming that the dimension $d = \dim(H)$ satisfies the condition $d \leq n^\alpha$ for some $\alpha > 0$ and $d_m(S; \mathfrak{M}) \leq m^{-\beta}$ for some $\beta > 0$, the question is to determine threshold $s(\alpha, \beta)$ such that asymptotically efficient estimation is possible for functionals $\langle f(\Sigma), B \rangle$ of smoothness $s > s(\alpha, \beta)$ (and impossible for some functionals of smoothness $s < s(\alpha, \beta)$).

5. Asymptotically efficient estimator $\langle f_k(\Sigma), B \rangle$ in Theorem 5 is based on an approximate solution of Wishart integral equation $T g(\Sigma) = f(\Sigma)$. The Wishart operator $T$ is well studied in the literature on Wishart distribution (see, e.g., James [1961], Letac and Massam [2004]). In particular, it is known that zonal polynomials James [1961] are its eigenfunctions. It would be of interest to study other approaches to regularized approximate solution of Wishart equation (and corresponding estimators of such functionals as $\langle f(\Sigma), B \rangle$) that would use more directly the spectral properties of operator $T$ (and could require the tools from analysis on symmetric cones Faraut and Korányi [1994] and Gross and Richards [1987]).
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