CHARACTERISTIC SUBSETS AND THE POLYNOMIAL METHOD

MIGUEL N. WALSH

Abstract

We provide an informal discussion of the polynomial method. This is a tool of general applicability that can be used to exploit the algebraic structure arising in some problems of arithmetic nature.

1 Introduction

1.1 The polynomial method. This article provides an informal discussion of the polynomial method. For us, this is the idea that when studying a problem with an underlying algebraic structure, a set \( S \) may admit a simpler “characteristic subset” \( A \subseteq S \) that controls \( S \), in the sense that a polynomial vanishing at \( A \) with sufficiently high multiplicity is forced to vanish at all or most points of \( S \). By using dimension counting arguments in the spirit of Siegel’s lemma, one may then exploit the simplicity of \( A \) to find a polynomial with suitable characteristics vanishing at most points of \( S \).

This idea has been applied in a wide variety of contexts. Our choice of topics is largely based on personal taste, but we do try to convey the multitude of areas where it is relevant, the similarities in how the method is applied in them and some connections that exist between the different subjects. A variant of the method where the dimension counting arguments are used to find a polynomial that produces an adequate partition of the given points, instead of vanishing at them, has proven remarkably useful in recent work and is also treated in this article. We do not present proofs, but many are discussed. We refer the reader to Guth [2016c] and Tao [2014] for some further surveys on this circle of ideas.

Part of this article was written while the author was a Clay Research Fellow.
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1.2 Notation. Before we proceed let us summarise the notation that will be used. Given two quantities $X$ and $Y$, we will write either $X = O(Y)$ or $X \lesssim Y$ to mean that there exists some absolute constant $C$ such that the inequality $X \leq CY$ holds. If this constant depends on some other parameter $d$, we may indicate this using a subscript and write $X = O_d(Y)$ or $X \lesssim_d Y$. If $A$ is a finite set of points, $|A|$ will stand for its cardinality. We shall write $\mathbb{F}_q$ for the finite field with $q$ elements, while the notation $\mathbb{F}$ alone is meant to stand for an arbitrary field. Finally, given a polynomial $P \in \mathbb{F}[x_1, \ldots, x_n]$, we shall write $Z(P) = \{x \in \mathbb{F}^n : P(x) = 0\}$ for its zero set.

2 Incidence problems

2.1 Incidence geometry and its applications. We shall choose incidence geometry as our starting point and therefore spend some time motivating this subject. Some of the questions incidence geometry is concerned with rank among the simplest questions one can formulate in mathematics, but to define its problems broadly we consider the following set-up. Let $V$ be an algebraic variety over a field $\mathbb{F}$, $T$ a finite family of subvarieties of $V$ and $S$ a finite set of points inside of $V$. Incidence geometry is then mainly concerned with how the quantity

$$I(S, T) = |\{(s, t) \in S \times T : s \in t\}|,$$

which counts the number of incidences between $S$ and $T$, relates to the sizes of $S$ and $T$.

For example, when the variety $V$ above is equal to $\mathbb{R}^n$ and $T$ is just an arbitrary finite family of lines, we may ask for the maximal number of incidences that can occur between a set of points and a set of lines. A classical result of Szemerédi and Trotter [1983] gives in this case the sharp asymptotic bound

$$I(S, T) \lesssim |S|^{2/3}|T|^{2/3} + |S| + |T|,$$

where the implicit constant is uniform among all choices of $S$ and $T$. If, more generally, we ask what happens when $T$ is a finite family of algebraic curves of degree at most $d$, then a corresponding bound of the form

$$I(S, T) \lesssim_d |S|^{d^2+1} |T|^{2d^2 + 1} + |S| + |T|,$$

was established by Pach and Sharir [1998].

These two results constitute very simple instances of the general context described before. There is a vast literature dealing with many different cases that may arise, with $T$ ranging from families of circles to high-dimensional varieties and with $\mathbb{F}$ ranging from a finite field to the complex numbers. While in principle there is no reason why some
general unifying results could not be established, they certainly seem hard to come by. Similarly, obtaining sharp asymptotic bounds that avoid extra factors depending on $|S|$ or $|T|$ tends to be an additional challenge. Even when $V = \mathbb{R}^n$ and each element of $T$ is a hypersurface defined by a single irreducible polynomial of bounded degree this question is not fully settled.

The simplicity of its questions is arguably one of the things that makes incidence geometry attractive and it is also this simplicity what makes its results find natural applications in different contexts. To give an example of this, let us discuss a very simple and direct connection to arithmetic combinatorics. To a finite set of points $A$ in $\mathbb{R}^n$, say, we can associate the sets

$$A + A = \{a + a' : a, a' \in A\},$$

and

$$A \cdot A = \{a \cdot a' : a, a' \in A\}.$$

It is expected that both sets cannot be small simultaneously Erdős and Szemerédi [1983] and an estimate of this form was established by Elekes [1997] using incidence geometry. His idea was to consider the set of all lines of the form $y = (x - a)a'$, with $a, a' \in A$. Clearly, when $x = b + a$ for some $b \in A$, we get that $y = a'b \in A \cdot A$. As a consequence, we see that each of these lines touches $|A|$ points of the grid $(A + A) \times (A \cdot A)$. If both $A + A$ and $A \cdot A$ were to be small, this would then mean that these lines are highly incident to each other. So much so in fact, that they would contradict the Szemerédi-Trotter theorem. Thus we get the desired result.

Incidence bounds in the broader context we have described at the beginning of this section give rise to more general results concerning the size of

$$f(A_1, \ldots, A_m) = \{f(a_1, \ldots, a_m) : a_1 \in A_1, \ldots, a_m \in A_m\},$$

where $f$ is a polynomial and $A_1, \ldots, A_m$ are finite sets of points (see for example Elekes and Szabó [2012]). Results of this type can in particular be applied to obtain randomness extractors, opening the door for incidence geometry to be applied in theoretical computer science Dvir [2010]. It should also be noted that the above sum-product phenomenon, as it is known, and the related concept of expansion, are pervasive throughout different parts of mathematics and have found a number of remarkable applications. See, for example, this survey by Helfgott [2015] and Green’s 2014 ICM article Green [2014] for some discussion.

Sometimes problems can be encapsulated as incidence questions in more subtle ways. An example is provided by the Erdős distinct distances conjecture Erdős [1946], which asked for a bound on the minimal number of pairwise distances determined by $n$ distinct points in the plane. Here Elekes and Sharir [2010] started with the simple observation that two pairs of points at the same distance determine two segments of the same length
and so there exists some rigid motion taking one segment to the other. As it happens, given two points \( x, y \in \mathbb{R}^2 \), the set of rigid motions that take \( x \) to \( y \) can essentially be viewed as a line in \( \mathbb{R}^3 \) under an appropriate parametrisation of most of \( \text{SE}(2) \) (the special Euclidean group in two-dimensions). As a consequence, two pairs \( x_1, x_2 \) and \( y_1, y_2 \) at the same distance correspond to an intersection between the line of motions that send \( x_1 \) to \( x_2 \) and the line of motions that send \( y_1 \) to \( y_2 \). In particular, \( n \) points determining few distances lead to a set of highly incident lines in \( \mathbb{R}^3 \). Continuing this sort of arguments and exploiting some additional properties of the resulting set of lines, they managed to reduce Erdős’ conjecture to an incidence question that was subsequently settled by Guth and Katz [2015].

Finally, the nature of incidence geometry also makes it a good source of toy models for more difficult problems. One notorious example is given by the following well-known conjecture in geometric measure theory.

**Conjecture 2.1 (Kakeya problem).** A set \( E \subseteq \mathbb{R}^n \) containing a unit line segment in every direction must have Hausdorff dimension equal to \( n \).

A counterexample to this problem would certainly be reminiscent of the existence of a set of lines being highly incident to each other while satisfying some restricting conditions regarding their directions. This problem served as a motivation for a large body of work in incidence geometry and we will now see how it led to the introduction of the polynomial method in this area.

### 2.2 Enter the polynomial method.

There are a number of ways of formulating toy models for the Kakeya problem in incidence geometry. A particularly straightforward way of doing so is to formulate the problem over \( \mathbb{F}_q \), where the discrete nature of this space naturally turns it into a question about incidences. The resulting Kakeya problem over finite fields was answered in the affirmative by Dvir [2009]. Precisely, he established the following result.

**Theorem 2.2 (Kakeya over finite fields).** Let \( K \subseteq \mathbb{F}_q^n \) be a set containing a line in every direction. Then \( |K| \gtrsim q^n \).

This question was originally posed by Wolff [1999] and attracted considerable attention. Despite the large amount of work that preceded his article, Dvir’s proof is extremely simple. What distinguishes it is its introduction of the polynomial method as the main tool to attack the problem. While this tool had barely been used in this or related areas before, the situation would change dramatically after this result.

The polynomial method is largely concerned with finding a polynomial with suitable properties vanishing at most points of a set of interest. To find such a polynomial, an
important role is played by the following simple observation, usually attributed to Thue and Siegel, which allows us to bound the degree of a polynomial vanishing on an arbitrary set.

**Lemma 2.3** (Siegel’s lemma). For every set finite $S \subseteq \mathbb{F}^n$ there exists a non-zero polynomial $P \in \mathbb{F}[x_1, \ldots, x_n]$, of degree $\lesssim_n |S|^{1/n}$, vanishing on $S$.

The proof is extremely simple, consisting only of a dimension counting argument. There are so many different polynomials of degree $\lesssim_n |S|^{1/n}$ that at least two of them, say $P_1$ and $P_2$, must take the same values on $S$. Therefore $P = P_1 - P_2$ is of the form we want. The same kind of argument can be used to force some additional properties on the polynomial $P$, like having integer coefficients or vanishing to high multiplicity on our set of points.

To obtain a polynomial of low degree vanishing on a given set $S$, the polynomial method combines the above lemma with what might be called the idea of characteristic subsets (here we are using the notation of M. N. Walsh [2012b]). We informally define these as follows.

**Definition 2.4** (Characteristic subset). A set $A \subseteq S$ is said to be a characteristic subset of $S$ if any polynomial of low complexity that vanishes with a certain multiplicity on $A$ must also vanish at all or most points of $S$.

What exactly does it mean for a polynomial $P$ to have low complexity depends very much on what is needed in the given problem, though it always implies that the degree of $P$ should be small. In some cases, we may also require the coefficients to be small or restricted to the integers, or both. Clearly, if a set $S$ admits a characteristic subset $A$ of small size, then we can find a polynomial of low degree vanishing at all or most points of $S$ by applying Siegel’s lemma to $A$. As we will see during this article, this idea is a central part of the polynomial method.

Let us now see how it applies to the proof of Theorem 2.2. Dvir’s crucial observation is that any set $K \subseteq \mathbb{F}_q^n$ containing a line in every direction must be a characteristic subset of $\mathbb{F}_q^n$. This is easiest to see looking at the corresponding projective space. If $P$ is a polynomial of degree strictly less than $q$ vanishing on an affine line in every direction, by Bezout’s theorem its homogenisation must also contain the hyperplane at infinity in its zero set and this necessarily implies that $P$ vanishes at the whole space. As a consequence, if we could find a nontrivial polynomial of degree less than $q$ that vanishes on $K$, it would also have to vanish on $\mathbb{F}_q^n$, which is impossible. Comparing this observation with Siegel’s lemma, we conclude that it must be $|K| \gtrsim_n q^n$.

### 2.3 Polynomial partitioning

The idea of characteristic subsets will also play a role in incidence geometry results over $\mathbb{R}^n$. For example, if we are given a highly incidence
family of lines $T$, we may be able to find a subset of lines $T' \subseteq T$ such that any polynomial of low degree $P$ vanishing on all the elements of $T'$ must also vanish on most elements of $T$. The reason why this may work is that, given the highly incident nature of $T$, we may be able to find a small subset $T' \subseteq T$ such that most elements $t \in T$ will be incident to many lines in $T'$. As a consequence, a polynomial $P$ vanishing on $T'$ will vanish at many points of such $t$. If the degree of $P$ is sufficiently small, Bezout’s theorem would then force $P$ to vanish on all of $t$ as desired. This kind of approach is often called degree-reduction in this context.

Although arguments like this tend to be useful, it turns out that a substantial addition to the polynomial method is required in order to make progress on incidence problems taking place in $\mathbb{R}^n$. Since the original work of Szemerédi and Trotter, a central idea in incidence geometry has been to partition the space into cells in a way that limits how many of these cells the elements of $T$ may intersect. This plays into the intuitive notion that the varieties being studied in an incidence problem should spread out across space, thus forbidding them to cluster into a highly incident configuration. As it turns out, polynomials can be used to obtain such a partition of space in an extremely structured way. Indeed, the following result was established by Guth and Katz [2015] when trying to adapt Dvir’s polynomial method to incidence questions over Euclidean space.

**Theorem 2.5** (Polynomial partitioning of $\mathbb{R}^n$). For every finite set $S \in \mathbb{R}^n$ and every choice of an integer $M \geq 1$, there exists some nonzero polynomial $P \in \mathbb{R}[x_1, \ldots, x_n]$ of degree $\lesssim nM$ such that each connected component of $\mathbb{R}^n \setminus Z(P)$ contains at most $\lesssim n|S|/M$ points of $S$.

By an old result of Petrovskiĭ and Oleĭnik [1949] it is known that if $P$ is a polynomial in $n$ variables of degree $O(M)$, then $\mathbb{R}^n \setminus Z(P)$ can have at most $O(M^n)$ connected components. Theorem 2.5 then says that at any level $M$ of our choice and for any set $S$, we can partition the points of $S$ as efficiently as possible among the connected components of the complement of a polynomial of degree at most $O(M)$. The generality of such a statement is quite striking. There is one caveat, however, which is that the result does not rule out the possibility that some of the points of $S$ actually lie inside of $Z(P)$. But this in itself may be an advantage, since we may be able to exploit the additional structure of having a proper subvariety covering our set of points in order to attack the problem that we are interested in.

Let us now briefly discuss how a partition of $S$ of the above type can be used to tackle questions in incidence geometry. For simplicity, let us assume we are studying the incidences of $S$ with a set of lines $T$ and let us apply Theorem 2.5 to $S$ for an adequate choice of $M$. Then we obtain a partition by the zero set of some polynomial $P$ of degree $O(M)$ in such a way that each connected component of $\mathbb{R}^n \setminus Z(P)$ contains very few points of $S$. But since a line that is not properly contained in $Z(P)$ can touch this zero set in at
most $\deg(P)$ places, it follows that such a line can only intersect $\deg(P) + 1 = O(M)$ of
the components of $\mathbb{R}^n \setminus Z(P)$. In other words, each component contains few points and
each line intersects few components. Combining this observation with a trivial incidence
estimate in each component coming from the Cauchy-Schwarz inequality, this readily pro-
vides a sharp incidence bound upon making an adequate choice of the parameter $M$.

It then remains to deal with the incidences occurring inside of $Z(P)$. This points out
why the general context described at the beginning of this section can be relevant even
if one is only interested in estimates over $\mathbb{R}^n$. To obtain sharp estimates in this case, the
study of $Z(P)$ sometimes requires one to pay attention to more subtle algebraic properties
of the subvarieties involved (see for example Katz’s ICM 2014 article Katz [2014]), but
many times even this can be avoided if one is willing to settle for slightly weaker bounds.

In any case, the fact that the problem is reduced to the study of subvarieties is not capri-
cious. To see this, consider for example the task of estimating the number of incidences
between a set of points and a set of lines in $\mathbb{R}^3$. The first part of the argument above that
deals with the incidences occurring inside the cells, when applied in $\mathbb{R}^3$, leads to a bound
that improves the one provided by the Szemerédi-Trotter theorem. However, the latter re-
result is sharp in $\mathbb{R}^2$ and so it is clear that this improvement is not possible in general. Indeed,
an example showing that the Szemerédi-Trotter theorem is optimal in $\mathbb{R}^2$ can obviously
be replicated inside any plane of $\mathbb{R}^3$. This is a general phenomenon: incidence bounds can
be worse than expected if the elements of $T$ cluster inside lower-dimensional varieties. In
their work, Guth and Katz managed to obtain an improved bound in $\mathbb{R}^3$ under the assump-
tion that such a clustering fails to take place. Part of the remarkable effectiveness of the
polynomial method as discussed above is that it provides optimal bounds outside of the
zero set of a certain polynomial and thus singles out the correct obstruction, that is, the
possibility that many incidences are occurring inside lower-dimensional varieties.

3 Number theory

3.1 Stepanov’s method. We will now depart from the incidence geometry questions
discussed in the previous section and see how the polynomial method makes an appearance
throughout a range of topics in number theory. We will see how it was recently used in
the study of the distribution of sets in residue classes mod $p$ and to bound the number of
rational points on curves. However, the polynomial method in this context is not new and
was used by Stepanov [1969], and later Bombieri [1974], in the related topic of estimating
the number of $\mathbb{F}_q$-points on a curve. Precisely, they provided an alternative proof of the
following estimate, equivalent to the Riemann Hypothesis for curves over finite fields.

Theorem 3.1 (Hasse-Weil bound). Let $C$ be a nonsingular absolutely irreducible projec-
tive curve of genus $g$ defined over $\mathbb{F}_q$. Then, writing $C(q)$ for the number of $\mathbb{F}_q$-points of
\(\mathcal{C}, \) we have the estimate

\[|\mathcal{C}(q) - (q + 1)| \leq 2g \sqrt{q}.\]

The story of the Riemann Hypothesis for curves over finite fields is well-known. It was originally conjectured by Artin [1924], with the case of elliptic curves being established by Hasse [1936]. The general result was famously obtained by Weil [1949] in work that laid the foundation of modern algebraic geometry. However, an alternative proof that is more elementary was subsequently found by Stepanov in special cases using what we would now call the polynomial method. His method was subsequently used by Bombieri to produce a very simple argument that handles the result in full generality.

Let us now briefly discuss how the proof works. The lower bound on \(\mathcal{C}(q)\) provided by Theorem 3.1 can be easily derived from the upper bound by means of a lifting trick, so we will just discuss how the latter is established. We are interested in an upper bound on the number of \(\mathbb{F}_q\)-points lying inside a curve \(\mathcal{C}\), or in other words, the number of points \(x\) inside of this curve that are invariant under the Frobenius map \(\text{Frob}(x) = x^q\). By looking at the cartesian product \(\mathcal{C} \times \mathcal{C}\), we see that it will suffice to provide an upper bound for the size of the intersection of two curves in this cartesian product: the curve \(\mathcal{C}_1 = \{(x, y) \in \mathcal{C} \times \mathcal{C} : x = y\}\) and the curve \(\mathcal{C}_2 = \{(x, y) \in \mathcal{C} \times \mathcal{C} : \text{Frob}(x) = y\}\).

A naive application of Bezout’s theorem to bound the size of this intersection would fail to produce the kind of bound we want. On the other hand, Bezout’s theorem does tell us that given an irreducible curve of bounded degree, a polynomial of low degree vanishing with high multiplicity on a large subset of this curve must vanish on the whole curve. Applying this to our problem we conclude that if \(\mathcal{C}_1 \cap \mathcal{C}_2\) is large, then it must be a characteristic subset of \(\mathcal{C}_2\). Thus in order to prove Theorem 3.1 it would suffice to construct a polynomial of low degree vanishing with high multiplicity on \(\mathcal{C}_1\), but not vanishing on \(\mathcal{C}_2\). This in turn follows from a combination of the Riemann-Roch theorem and the same kind of dimension counting arguments used in the proof of Siegel’s lemma.

### 3.2 The inverse sieve problem.

One of the main topics in analytic number theory is the study of the distribution of sets in residue classes mod \(p\). Many times, the goal is to show that a special set, like the primes, is essentially equidistributed among these classes. It is then natural to wonder what kind of structure may cause a set to be badly distributed in residue classes and in particular, whether an inverse theorem may be obtained characterising all sets exhibiting bad behaviour.

As we have just seen, algebraic curves constitute one such example and in general, so do algebraic sets of higher dimension. That abnormal behaviour should always be attributable to the presence of algebraic structure was suggested by a number of authors. The following result established a conjecture of Helfgott and Venkatesh [2009] to this effect.
Theorem 3.2 (M. N. Walsh [2014]). Let $S \subseteq \{1, \ldots, N\}^d$ occupy $\ll p^\kappa$ residue classes for every prime $p$ and some real number $0 \leq \kappa < d$. Then, for every $\varepsilon > 0$, there exists some nonzero $P \in \mathbb{Z}[x_1, \ldots, x_d]$ of degree $\ll \kappa, d, \varepsilon (\log N)^{d-\kappa} \log^d N$ vanishing on at least $(1 - \varepsilon)\abs{S}$ points of $S$.

The assumption that the set occupies few classes is not prohibitive and can be replaced by an estimate on its $L^2$-norm mod $p$. Furthermore, it was shown in M. N. Walsh [2012b] that the polynomial $P$ can be taken to have degree $O(1)$ as long as the set $S$ satisfies some regularity assumptions. In fact, these assumptions are automatically met if the set $S$ is not small, as conjectured in Helfgott and Venkatesh [2009].

These results are essentially sharp and their proof employs the polynomial method. The argument goes more or less as follows. If $S$ occupies few residue classes mod $p$ for many primes $p$, it should be possible to find a very small set $A \subseteq S$ that, for many primes $p$, contains a representative of many of the classes occupied by $S$ mod $p$. We claim that $A$ is then a characteristic subset of $S$. Indeed, suppose $P$ is a polynomial with small coefficients and small degree that vanishes on $A$. By construction of $A$, we find that to most elements $s \in S$ we can associate many primes $p_i$ such that $s \equiv x_i \pmod{p_i}$ for some $x_i \in A$ and so, in particular, $P(s) \equiv P(x_i) \pmod{p_i}$. The fact that $P$ vanishes on $A$ then implies that every such $p_i$ must divide $P(s)$. But since $P$ has small coefficients and small degree, $|P(s)|$ is small, and so the only way this can happen is if $P(s) = 0$. We have thus shown that $A$ is indeed a characteristic subset of $S$. The result then follows from applying Siegel’s lemma to find a polynomial of low degree vanishing on $A$.

There is an interesting question that remains when considering one dimensional sets $S \subseteq \{1, \ldots, N\}$. We know by the large sieve inequality that a set occupying approximately half of the residue classes mod $p$, for all primes $p$, can have size at most $O(N^{1/2})$. On the other hand, the squares in $\{1, \ldots, N\}$ show that this estimate is sharp. The question arises whether every set of comparable size occupying at most half the residue classes mod $p$, for every prime $p$, must be correlated to the set of squares. This question can be generalised a bit further (see M. N. Walsh [2012b]). Given the arguments described above, one would expect that the polynomial method should be useful to make progress on this problem, although this has not been achieved so far (but see Green and Harper [2014] and Hanson [2017] for some partial progress by means of different tools).

3.3 The determinant method. The polynomial method has also been used effectively to bound the number of points $S$ of bounded height that an algebraic variety can have over $\mathbb{Z}$ or $\mathbb{Q}$. As in Stepanov’s method, the problem does not lie in finding an adequate characteristic subset $A$ for $S$, since in this context this is generally accomplished by simply picking a maximal algebraically independent subset of $S$. The actual difficulty lies instead in finding an appropriate polynomial vanishing on $A$. This gives rise to the study
of a certain system of linear equations and in particular, to estimates on the size of the determinants associated with this system. As a consequence, this form of the polynomial method has been known as the determinant method in this context. It dates back to the work of Bombieri and Pila [1989], with subsequent improvements of this method being obtained by Heath-Brown [2002] and Salberger [2010], among others.

For the rest of this discussion let us assume for simplicity that \( A \) lies inside a plane curve \( C \) defined by an irreducible polynomial \( f \). The task of finding a polynomial vanishing on \( A \) may seem circular, since after all, we already know that \( f \) vanishes on \( A \). The idea is instead to show that the dimension of the space of polynomials of small degree vanishing on \( A \) is big. Big enough, in fact, as to guarantee the existence of at least one polynomial \( g \) in this space that is not divisible by \( f \). Since \( S \) must then lie in \( C \cap Z(g) \), a bound for its size readily follows from Bezout’s theorem.

While the Stepanov-Bombieri argument required us at this stage to improve on Siegel’s lemma by means of a dimension counting argument relying on the Riemann-Roch theorem, the improvement of Siegel’s lemma needed here can be obtained through the following estimate of Bombieri and Vaaler on the space of solutions of a system of linear equations over the integers.

**Theorem 3.3.** Bombieri and Vaaler [1983]. Let \( \sum_{k=1}^{r} b_{mk} x_k = 0, m = 1, \ldots, s, \) be a system of \( s \) linearly independent equations in \( r > s \) unknowns, with integer coefficients \( b_{mk} \). Then, there exists a nontrivial integer solution \((x_1, \ldots, x_r)\) satisfying the bound

\[
\max_{1 \leq i \leq r} |x_i| \leq \left( D^{-1} \sqrt{\det(BB^T)} \right)^{\frac{1}{r-s}}.
\]

Here \( B = (b_{mk}) \) is the \( s \times r \) matrix of coefficients, \( B^T \) its transpose, and \( D \) is the greatest common divisor of the determinants of the \( s \times s \) minors of \( B \).

When trying to find a polynomial of small degree that vanishes on \( A \), the system of equations we are interested in is the one where the coefficients \( b_{mk} \) are given by the values taken by the monomials of small degree when evaluated at the elements of \( A \). It is the presence of the factor \( D^{-1} \) in the above statement what provides an improvement over the classical form of Siegel’s lemma.

We already know that as a consequence of the Hasse-Weil bound, the rows of the resulting matrix of coefficients \( B \) will occupy few residue classes mod \( p \) for many primes \( p \), exceptions occurring only when \( C \) has a singular reduction mod \( p \). On the other hand, the discussion of the previous subsection would suggest that a system of linear equations whose coefficients occupy few residue classes mod \( p \), for many primes \( p \), should be easier to solve. In a sense, **Theorem 3.3** formalises this idea. Indeed, if the rows of \( B \) occupy few classes mod \( p \) then we would expect its minors to be divisible by a high power of \( p \). A concrete estimate of this form is established in Salberger’s work, giving rise to a strong lower
bound on the size of $D$. This lower bound, when combined with Theorem 3.3, forces $A$ to be small and as a consequence, the dimension of the space of polynomials vanishing on $A$ to be large, as desired.

Let us finally remark that it is an interesting feature of the polynomial method that when the points being studied are already known to lie in the zero set of a polynomial with either large coefficients or large degree, this can usually be used to obtain stronger estimates. As noted by Ellenberg and Venkatesh [2005], something like this holds true in this context. In particular, it can be used to produce an improved lower bound for the left-hand side of (3-1), by assuming for the sake of contradiction that all solutions are multiples of $f$. This in turn gives rise to improved bounds for $S$ when $f$ has a large coefficient and in particular, manages to compensate a loss that appears in Salberger’s bound in this case. Combining the ideas we have discussed, a uniform bound of the form $O_d(N^{2/d})$ was obtained in M. N. Walsh [2015] for the number of rational points of height at most $N$ that an irreducible curve of degree $d$ can have. It is easy to see that this bound is asymptotically sharp upon consideration of the equation $y = x^d$.

### 3.4 Exponential sums and Montgomery’s conjecture

We finish this section with a brief discussion of some connections between the topics studied so far. On the one hand, the problems treated in the previous section are naturally related with each other, with such incidence problems ultimately leading to the Kakeya problem over $\mathbb{R}^n$ and the more general Stein’s restriction conjecture in harmonic analysis. As we shall see in Section 4.4, the polynomial method can be extended to make progress on these problems as well.

On the other hand, we have seen that the number-theoretic topics discussed in this section are also quite interconnected. Furthermore, estimates like the large sieve inequality and the Riemann Hypothesis for curves over finite fields lead into the general area of exponential sums, where some of the most far-reaching conjectures in analytic number theory have been formulated. An outstanding example is the exponent pairs conjecture Iwaniec and Kowalski [2004], an open problem that has among its consequences the Lindelöf Hypothesis. This part of mathematics gives us an excuse to join the two lines of enquiry we have covered so far in this article. In particular, not only the density hypothesis for the zeros of the Riemann zeta function but also the Kakeya problem would follow from a positive answer to the following conjecture about exponential sums.

**Conjecture 3.4 (Montgomery’s Conjecture Montgomery [1971]).** For any real number $r \geq 1$ and any sequence of complex numbers $(a_n)_{n=1}^N$ with $|a_n| \leq 1$, the estimate

$$\frac{1}{T} \int_0^T \left| \sum_{n=1}^N a_n n^{is} \right|^{2r} ds \lesssim_{\varepsilon} N^{r+\varepsilon},$$

holds for all $T \geq N^r$ and all $\varepsilon > 0$. 
That this implies the Kakeya problem can be seen upon rephrasing the latter as a question about the existence of small subsets of $\mathbb{F}_p$ containing large arithmetic progressions with each possible common difference Bourgain [1991]. There is indeed a good amount of work making progress on the Kakeya problem employing tools from arithmetic combinatorics.

While this shows that analytic number theory could be used to make progress on problems related to the Kakeya problem, the opposite is also true, with progress on questions related to restriction theory being used recently to yield results in analytic number theory. Indeed, the $l^2$-decoupling theory started by Bourgain and Demeter [2015], a family of results in the spirit of the restriction conjecture whose proof relies on the multilinear Kakeya inequality among other things, has been used to establish Vinogradov’s main conjecture in analytic number theory Bourgain, Demeter, and Guth [2016]. Previous to this work, the best result on this problem had been obtained by Wooley [2012] by means of his efficient congruencing mod $p$ method. Finally, the set of ideas surrounding the decoupling theory was also used by Bourgain to improve the best-known exponent towards the Lindelöf Hypothesis Bourgain [2017].

It is then fair to ask to what extent the polynomial method is a tool that finds applications on a wide variety of contexts and to what extent it reflects underlying phenomena in somewhat interconnected families of results.

4 Further topics

4.1 Baker’s theorem. In order to emphasise the recurring features of the polynomial method, let us briefly discuss one last example of an application that would seem to have little connection to the topics discussed in the rest of this article, besides its link to arithmetic. Our choice is Baker’s classical result in transcendental number theory regarding linear forms in logarithms Baker [1968]. For simplicity, let us discuss the integer case, where we are seeking uniform lower bounds over expressions of the form $\sum_{i=1}^{m} b_i \log a_i$, where the $a_i$ are multiplicatively independent integers and the $b_i$ are integers not all equal to zero.

To attack this problem, we will consider the curve $C = (a_1^t, \ldots, a_m^t)$, and more generally, subsets of this curve of the form

$$C_N = \{(a_1^n, \ldots, a_m^n) : n = 1, \ldots, N\},$$

for positive integers $N$. Looking at the corresponding Vandermonde matrix of coefficients, the fact that the $a_i$ are multiplicatively independent easily implies that no polynomial $P$ of small degree, relative to $N$, can vanish at all points of $C_N$. 
A polynomial $P$ evaluated at the curve $\mathcal{C} = (a_1^t, \ldots, a_m^t)$ may be seen as a function of the parameter $t$. With this point of view, we claim that we can find some value $N_0$, relatively small with respect to $N$, such that $\mathcal{C}_{N_0}$ is a characteristic subset of $\mathcal{C}_N$. Indeed, suppose we are given some polynomial $P$ with integer coefficients and low degree that vanishes at $\mathcal{C}_{N_0}$ with some large multiplicity $J$ with respect to the variable $t$. Then, $\mathcal{C}$ being an analytic curve, this will force $\frac{d^j}{dt^j} P$ to take small values in a neighbourhood of $\mathcal{C}_{N_0}$, as long as $j$ is at least slightly smaller than $J$. In particular, this will happen at all points of $\mathcal{C}_{N_1}$, provided $N_1$ is an integer not much larger than $N_0$. If $J$ is sufficiently large, we can then iterate this argument enough times as to guarantee that $P$ itself takes small values at all points of $\mathcal{C}_N$. But since $P$ takes integer values, the only way this can happen is if $P$ is in fact zero at all points of $\mathcal{C}_N$.

Since $\mathcal{C}_{N_0}$ is a characteristic subset of $\mathcal{C}_N$, we know, by our observation regarding the Vandermonde matrix, that no polynomial with integer coefficients and low degree can vanish with high multiplicity at $\mathcal{C}_{N_0}$. On the other hand, if $\sum_{i=1}^m b_i \log a_i$ were to be small, an argument like in the proof of Siegel’s lemma can be used to contradict this fact. Indeed, for any polynomial $P$ with integer coefficients, a relation of this kind between the $\log a_i$ significantly restricts the range of values that the derivatives of $P$ with respect to $t$ can take at any given point of $\mathcal{C}_{N_0}$. In particular, this allows us to find two polynomials $P_1$, $P_2$ with integer coefficients and abnormally low degree such that, with respect to $t$, their first $J$ derivatives take the same values at $\mathcal{C}_{N_0}$, for some large value of $J$. The polynomial $P = P_1 - P_2$ then gives us the desired contradiction.

The generality of Baker’s result makes it applicable in a number of different contexts, thus implicitly extending the range of problems where the polynomial method may have some relevance. As a curious example, the integer version just discussed was used by Bourgain, Lindenstrauss, Michel, and Venkatesh [2009] to provide effective proofs of a family of results relating to Furstenberg’s $\times 2 \times 3$ conjecture in ergodic theory Furstenberg [1967]. These include the well-known Rudolph-Johnson theorem Rudolph [1990] and Johnson [1992], establishing the conjecture in the positive entropy case, and Furstenberg’s topological result, showing that $\mathbb{R}/\mathbb{Z}$ has no infinite closed subset other than itself that is invariant under multiplication by a pair of multiplicatively independent integers Furstenberg [1967]. One may wonder whether proofs that use the polynomial method in an explicit way may contribute to understand better such applications of Baker’s theorem.

4.2 Structure and randomness. It may be worthwhile to give some brief consideration to how the polynomial method fits with the general phenomenon of structure-randomness decompositions that is pervasive throughout analysis. The idea of the latter is that it tends to be possible to decompose an object of interest into a part that detects the structure of the problem being studied and a random part that is, in a sense, completely independent from
this information. In the context of Hilbert spaces, this observation can be formalised by noting that given a distinguished set $\Sigma$ of bounded functions, any bounded element of the Hilbert space may be written in the form $\sum_j \lambda_j \sigma_j + g$, where the sum of the coefficients $\lambda_j$ is uniformly bounded, $\sigma_j \in \Sigma$ for every $j$, and $g$ is essentially orthogonal to $\Sigma$, in the sense that $\langle g, \sigma \rangle$ is small for every $\sigma \in \Sigma$. We refer the reader to this article Gowers [2010] of Gowers for an elegant discussion of this and more general decompositions.

The polynomial method may be considered a useful complement to the structure-randomness approach when the arithmetic of the problem gives rise to an underlying algebraic structure. The characteristic subsets notation used in M. N. Walsh [2012b, 2014] and in the present article is, in fact, inspired by the concept of characteristic factors that plays the role of the structured part in several problems in ergodic theory Furstenberg [1967], Furstenberg and Weiss [1996], and Host and Kra [2005]. In the same way that information about the behaviour of a polynomial on a set can be deduced from what happens in a characteristic subset, the behaviour of nonconventional ergodic averages over a set of functions can be deduced from what happens in the corresponding characteristic factors. This is exactly what these decompositions seek to accomplish.

Structure-randomness decompositions are a flexible tool that can be substantially refined when a small error term is allowed in the decompositions. This played an important role in the convergence result of M. N. Walsh [2012a] and we refer again to Gowers’ article Gowers [2010] for a general discussion. As noted by Lovász and Szegedy [2007], these more general decompositions can be seen as versions of the Szemerédi regularity lemma Szemerédi [1978]. The regularity lemma was itself the key tool used to obtain the cell-decomposition in the original proof of the Szemerédi-Trotter theorem and, in this sense, the polynomial partitioning method of Guth an Katz may be seen as an instance of these general decomposition results where the algebraic nature of the decomposition is made more explicit.

4.3 Polynomial partitioning over varieties. In order to apply the polynomial method efficiently over general varieties some further improvements may be needed. During the discussion of the determinant method, we observed how the polynomial method could be made more effective when the points being studied lie in the zero set of some polynomial with large coefficients. One may similarly wonder whether knowing that the points lie inside of an algebraic variety of high degree may also lead to improved estimates. Since it is known that the dimension of the polynomial ring associated with a variety increases in proportion with its degree Nesterenko [1984], it is logical to suspect that a corresponding improvement may be achieved on the kind of dimension counting arguments that are ubiquitous in the polynomial method. Indeed, combining this kind of observations with the type of tools used to prove Theorem 2.5, we can obtain the following result.
Theorem 4.1 (Polynomial partitioning over varieties M. Walsh [n.d.]). Given any real algebraic variety $V \subseteq \mathbb{R}^n$ of dimension $d$, any set of points $S \subseteq V$ and any integer $M \geq 1$, there exists some polynomial $P \in \mathbb{R}[x_1, \ldots, x_n]$ of degree $\leq d, M$, not vanishing identically on $V$, such that each connected component of $V \setminus Z(P)$ contains at most $\leq d, n \frac{|S|}{M^d \deg(V)}$ points of $S$.

That this should hold was already conjectured in Basu and Sombra [2016]. A more general sharp estimate was obtained in M. Walsh [n.d.] by including an additional explicit dependence on the degrees of the various individual polynomials defining the variety $V$. Notice that a particular case of the above result is a version of Siegel’s lemma that allows us to find a polynomial of degree $\leq d, n \frac{|S|}{\deg(V)^{1/d}}$ that vanishes on $S$ without vanishing identically on $V$.

As we saw in Section 2.3, both the nature of incidence geometry and of polynomial partitioning techniques lead to the consideration of lower-dimensional algebraic varieties, even for problems that originally take place over $\mathbb{R}^n$. Without proper tools to handle varieties of high degree, the polynomial partitioning needs to be truncated as to produce only varieties of low degree, leading to suboptimal bounds. Estimates like Theorem 4.1 may prove useful in providing a unified approach to manage these problems and produce sharp bounds.

Nevertheless, to make this work, we saw that a second result that is needed is a bound on how many of the components produced by the above partitioning result can be touched by a given algebraic variety $W$. In general, by work of Milnor [1964] and Thom [1965], we have bounds that give a good dependence in terms of the degree of the partitioning polynomial, but not in terms of $W$. Some progress on this issue has been made by Barone and Basu [2012], who were able to obtain an estimate with a good dependence on the product of the degrees of the polynomials defining $W$, with this result being subsequently applied in incidence geometry Basu and Sombra [2016].

Since in general estimates like Theorem 4.1 can only be expected to yield a saving proportional to the degree of the variety $V$ itself, it may be necessary to obtain a version of the result of Barone and Basu that depends only on the degree of $W$, instead of depending on the product of the degrees of the polynomials defining it. A step in this direction was taken in M. Walsh [n.d.] where a bound with a main term of the desired form was obtained. Nevertheless, the error term in this estimate is not optimal and it remains an interesting problem to improve it. In fact, it is shown in M. Walsh [ibid.] that a suitable refinement can indeed be combined with Theorem 4.1 to attain sharp incidence bounds that currently remain out of reach.

4.4 Restriction estimates. The proof of Theorem 4.1 combines algebraic estimates for the size of ideals with tools like the polynomial ham-sandwich theorem, the latter being a
result that lies at the heart of polynomial partitioning results since the original work of Guth and Katz. The classical ham-sandwich theorem states that given \( n \) open sets in \( \mathbb{R}^n \), they can always be simultaneously bisected by a suitable hyperplane. The polynomial ham-sandwich theorem extends this claim to show that we can always bisect a larger number of open sets as long as, instead of restricting to hyperplanes, we allow the bisection to be performed by hypersurfaces of a correspondingly large degree.

This bisecting result can be further put to use to extend the scope of the polynomial method to the Kakeya conjecture in Euclidean space. This conjecture can be seen as a question about estimating the minimal possible volume that can be attained by a collection of tubes pointing in a large number of quantitatively distinct directions. Covering this union by a family of small cubes and replacing the notion of a polynomial vanishing at a point by that of a polynomial bisecting a cube, the ideas surrounding the polynomial method can be extended from the discrete case to this continuous setting.

Recall that to find characteristic subsets we have relied heavily on estimates on the intersection of algebraic sets. For example, that given a polynomial \( P \) not vanishing identically on a given line, this line can only intersect \( Z(P) \) in at most \( \deg(P) \) points. In order to carry the polynomial method to this new context, we need to find analogues of these estimates that hold true for tubes. For example, we may observe that if a polynomial \( P \) takes small values at more than \( C \deg(P) \) points along a fixed tube, for some sufficiently large constant \( C \), then it must also take small values at most places that lie between these points. Similarly, another alternative is to consider the directed volume of a surface, allowing one more or less to conclude that a polynomial \( P \) can cut a tube transversally in at most \( O(\deg(P)) \) places.

By introducing these ideas, Guth essentially showed in Guth [2016b] that a counterexample to the Kakeya problem in \( \mathbb{R}^3 \) can be approximated by a polynomial of the smallest possible degree allowed by the Crofton formula, and used this to obtain graininess estimates in the spirit of Katz, Łaba, and Tao [2000]. He also combined these ideas with slightly more sophisticated tools from algebraic topology, involving cohomology classes and Lusternik-Schnirelmann theory, to obtain the first proof Guth [2010] of the endpoint case of the multilinear Kakeya inequality of Bennett, Carbery, and Tao [2006].

It is even possible to extend the polynomial method further to make progress on the more general restriction conjecture of Stein [1979]. Here, by applying a decomposition into wave packets, we can translate the problem into a question about overlapping patterns of tubes and this can be treated in a similar spirit as the incidence geometry questions that we discussed in Section 2.3. Indeed, the polynomial partitioning method works in a very similar way, as long as we replace the zero set of the partitioning polynomial by its neighbourhood, as to be able to bound the number of cells of the resulting partition that a tube can intersect Guth [2016a]. It should be remarked that this approach helps to highlight the role played by low degree varieties in hypothetical counterexamples to this
conjecture. Whether this kind of ideas based on the polynomial method will lead to further progress on this sort of problems remains an interesting question.

References


Received 2017-12-03.

MIGUEL N. WALSH
DEPARTAMENTO DE MATEMÁTICA
FACULTAD DE CIENCIAS EXACTAS Y NATURALES
UNIVERSIDAD DE BUENOS AIRES
1428 BUENOS AIRES
ARGENTINA
walsh@maths.ox.ac.uk
mwalsh@dm.uba.ar