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Abstract

This paper is a review article on semi-supervised and unsupervised graph models for classification using similarity graphs and for community detection in networks. The paper reviews graph-based variational models built on graph cut metrics. The equivalence between the graph mincut problem and total variation minimization on the graph for an assignment function allows one to cast graph-cut variational problems in the language of total variation minimization, thus creating a parallel between low dimensional data science problems in Euclidean space (e.g. image segmentation) and high dimensional clustering. The connection paves the way for new algorithms for data science that have a similar structure to well-known computational methods for nonlinear partial differential equations. This paper focuses on a class of methods build around diffuse interface models (e.g. the Ginzburg–Landau functional and the Allen–Cahn equation) and threshold dynamics, developed by the Author and collaborators. Semi-supervised learning with a small amount of training data can be carried out in this framework with diverse applications ranging from hyperspectral pixel classification to identifying activity in police body worn video. It can also be extended to the context of uncertainty quantification with Gaussian noise models. The problem of community detection in networks also has a graph-cut structure and algorithms are presented for the use of threshold dynamics for modularity optimization. With efficient methods, this allows for the use of network modularity for unsupervised machine learning problems with unknown number of classes.

1 Similarity Graphs and Spectral Clustering

Graphical models provide a mathematical structure for high dimensional data problems that yield important latent information in the data. They are also the basic building block for the study of high dimensional data science problems. The equivalence between the graph mincut problem and total variation minimization on the graph for an assignment function allows one to cast graph-cut variational problems in the language of total variation minimization, thus creating a parallel between low dimensional data science problems in Euclidean space (e.g. image segmentation) and high dimensional clustering. The connection paves the way for new algorithms for data science that have a similar structure to well-known computational methods for nonlinear partial differential equations. This paper focuses on a class of methods build around diffuse interface models (e.g. the Ginzburg–Landau functional and the Allen–Cahn equation) and threshold dynamics, developed by the Author and collaborators. Semi-supervised learning with a small amount of training data can be carried out in this framework with diverse applications ranging from hyperspectral pixel classification to identifying activity in police body worn video. It can also be extended to the context of uncertainty quantification with Gaussian noise models. The problem of community detection in networks also has a graph-cut structure and algorithms are presented for the use of threshold dynamics for modularity optimization. With efficient methods, this allows for the use of network modularity for unsupervised machine learning problems with unknown number of classes.
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for network analysis. Graphical models yield useful information about connections between pieces of data from pairwise comparisons of that data, most notably via a similarity graph in which nodes represent pieces of data and edge weights are related to pairwise comparisons of the data. For machine learning methods, a major challenge is the inherent $O(N^2)$ computational complexity of the weights (for $N$ nodes) unless the graph is sparse. Another source of complexity is the number of classes. Furthermore, most machine learning methods, including those developed for complex graphical models, are based on linear algebra and linear models. Graph-based structures have the potential to provide a useful framework that is inherently nonlinear providing a broader framework for the data structures. For classification in machine learning there are basic methods like Support Vector Machine, which identifies a hyperplane separating different classes of data. This is a supervised algorithm involving a lot of training data with small amounts of unknown data. Kernel methods allow for unknown nonlinear mappings to be computed as part of the methodology. Still this restricts that data to have a certain form and for the mapping to be learned or computed.

In contrast, a similarity graph allows analysis of the data by performing operations on the graph itself, thus removing the original high-dimensionality of the problem. Linear structures have been studied, most notably the graph Laplacian matrix of the form $L = D - W$ where $W$ is the weight matrix of off-diagonal elements $w_{ij}$ and the diagonal matrix $D$ has each entry $d_i$ equal to the sum of the weights connected to node $i$. Spectral clustering is an unsupervised method in which clusters are determined by a k-means method applied to a small set of eigenfunctions of the graph Laplacian matrix von Luxburg [2007]. Spectral clustering can be paired with a random sampling method using the Nystöm extension, that allows for an approximately $O(N)$ low-rank approximation of the graph Laplacian matrix. Spectral clustering in machine learning requires the graph to be constructed from data. Similarity graphs are well-known in machine learning and have each node corresponding to a feature vector $V_i$ comprised of high-dimensional data to be classified, and the weights $w_{ij}$ between nodes are computed as a pairwise comparison between the feature vectors. Some examples include:

1. The Gaussian function

$$w_{i,j} = \exp\left( -\frac{||V_i - V_j||^2}{\tau} \right)$$

Depending on the choice of metric, this similarity function includes the Yaroslavsky filter Yaroslavsky [1985] and the nonlocal means filter Buades, Coll, and Morel [2005].

2. Gaussian with cosine angle

$$w_{i,j} = \exp\left( -\frac{(1 - \frac{V_i \cdot V_j}{||V_i|| ||V_j||})^2}{2\sigma^2} \right)$$
is a common similarity function used in hyperspectral imaging. In this case one is interested in alignment of feature vectors rather than their Euclidean distance.

3. Zelnik-Manor and Perona introduced local scaling weights for sparse matrix computations Zelnik-Manor and Perona [2004]. Given a metric \(d(V_i, V_j)\) between each feature vector, they define a local parameter \(\sqrt{\tau(V_i)}\) for each \(V_i\). The choice in Zelnik-Manor and Perona [ibid.] is \(\sqrt{\tau(V_i)} = d(V_i, V_M)\), where \(V_M\) is the \(M\)th closest vector to \(V_i\). The similarity matrix is then defined as

\[
(3) \quad w_{i,j} = \exp\left( -\frac{d(V_i, V_j)^2}{\sqrt{\tau(V_i)\tau(V_j)}} \right).
\]

This similarity matrix is better at segmentation when there are multiple scales that need to be segmented simultaneously.

There are two popular normalization procedures for the graph Laplacian, and the normalization has segmentation consequences F. R. K. Chung [1996] and von Luxburg [2007]. The normalization that is often used for the nonlocal means graph for images is the symmetric Laplacian \(L_s\) defined as

\[
(4) \quad L_s = D^{-1/2}LD^{-1/2} = I - D^{-1/2}WD^{-1/2}.
\]

The symmetric Laplacian is named as such since it is a symmetric matrix. The random walk Laplacian is another important normalization given by

\[
(5) \quad L_w = D^{-1}L = I - D^{-1}W.
\]

The random walk Laplacian is closely related to discrete Markov processes.

A novel example of spectral clustering applied to social science data is presented in van Gennip, Hunter, et al. [2013]. LAPD Field Interview (FI) cards provide a unique opportunity to investigate the relationships between individual use of space, social networks and group identities, specifically criminal street gang affiliation. FI cards are completed when a patrol officer comes into contact with a member of the public. They record spatio-temporal data about where and when the stop occurred, individual characteristics (e.g., name and home address) and demographic characteristics (e.g., age, sex, ethnic group). FI cards also record information about criminal activity and gang affiliation, if applicable. Critical here is information on gang membership. Known or suspected members of gangs have their gang affiliation recorded, gang moniker if known, and information on the duration of gang membership (e.g., member since 2004). FI cards also record instances where two or more gang members were stopped and interviewed together. Thus, each FI with two or more gang members represents a spatial sample of occasions when nodes in a social
network interacted. We developed a graphical model using both social network information from raw observations and spatial coordinates of these observations. Figure 1 shows results of spectral clustering using the composite graph with both information - the result finds latent groups of individuals that differ from the known gang affiliations as illustrated in the Pie chart. The work in Figure 1 used standard spectral clustering methods to identify latent groups in the geo-social set space. The results show that natural groupings Hollenbeck sometimes are comprised of mostly one gang but othertimes, especially in areas with different gangs in high spatial proximity, can have members of multiple gangs affiliated with the same observed group.

2 Data classification and the Ginzburg-Landau functional on graphs

The Author and Arjuna Flenner developed the first suite of binary classifiers for semi-supervised machine learning (minimal training data) using a fully nonlinear model for similarity graphs Bertozzi and Flenner [2012]. We proposed the Ginzburg-Landau (GL) functional as a smooth relaxation of graph total variation (equivalent to graph cuts), as a regularizer for semi-supervised learning. For large datasets, we incorporate efficient linear algorithms into a nonlinear PDE-based method for non-convex optimization. Our work has been republished as a SIGEST paper Bertozzi and Flenner [2016].
pap ers and methods have arises from this work including fast methods for nonlocal means image processing using the MBO scheme Merkurjev, Kostic, and Bertozzi [2013], multi-class learning methods Garcia-Cardona, Merkurjev, Bertozzi, Flenner, and Percus [2014] and Iyer, Chanussot, and Bertozzi [2017], parallel methods for exascale-ready platforms Meng, Koniges, He, S. Williams, Kurth, Cook, Deslippe, and Bertozzi [2016], hyperspectral video analysis Hu, Sunu, and Bertozzi [2015], Merkurjev, Sunu, and Bertozzi [2014], Meng, Merkurjev, Koniges, and Bertozzi [2017], and W. Zhu, Chayes, Tiard, S. Sanchez, Dahlberg, Bertozzi, Osher, Zosso, and Kuang [2017], modularity optimization for network analysis Hu, Laurent, Porter, and Bertozzi [2013] and Boyd, Bai, X. C. Tai, and Bertozzi [2017], measurement techniques in Zoology Calatroni, van Gennip, Schönlieb, Rowland, and Flenner [2017], generalizations to hypergraphs Bosch, Klamt, and Stoll [2016], Pagerank Merkurjev, Bertozzi, and F. Chung [2016] and Cheeger cut based methods Merkurjev, Bertozzi, Yan, and Lerman [2017]. This paper reviews some of this literature and discusses future problem areas including crossover work between network modularity and machine learning and efforts in uncertainty quantification.

Given a phase field variable $u$, the Ginzburg-Landau energy, introduced for Euclidean space in the last century, involves a competition between the convex functional $\int (\nabla u)^2 \, dx$ that induces smoothing, with a double well function $\int W(u) \, dx$, that separates its argument into phases. The Bertozzi-Flenner graph model replaces the first term with the graph Dirichlet energy, $\sum_{ij} w_{ij} (u_i - u_j)^2$, equivalent to the inner product of $Lu$ with $u$ where $L$ is the graph Laplacian:

$$E_{GL}(f) = \frac{1}{\varepsilon} \langle Lf, f \rangle + \varepsilon \sum_i (W(f_i)).$$

For a variant of the GL functional in Equation (6) one can prove Gamma convergence of the vanishing $\varepsilon$ limit to the graph TV functional van Gennip and Bertozzi [2012], equivalent to the graph cut energy:

$$E_{TV}(u) = \sum_{ij} w_{ij} |u_i - u_j|,$$

for $u$ defining a graph partition. More recent work extending these results is Thorpe and Theil [2017]. An equivalent result has been known for Euclidean space for several decades Kohn and Sternberg [1989]. Another variant involves a wavelet GL functional Dobrosotskaya and Bertozzi [2008] which has a Wulff shape energy as its sharp interface Gamma-limit Dobrosotskaya and Bertozzi [2010]. The GL functional is useful, in lieu of L1 compressed sensing methods for minimizing total variation, because the computationally expensive graph information only arises in the Dirichlet energy, leveraging optimization algorithms that can exploit efficient approximations of the graph Laplacian.
The nonlinear structure can be reduced to simple calculations such as local thresholding, as shown in the MBO scheme below. The graph cut functional or equivalent TV functional can be incorporated into a semi-supervised or unsupervised learning problem. Without additional terms in the energy, the minimizer of the energy is trivial - simply pick \( u \) to be a constant, one of the minimizers of the well \( W \). However nontrivial solutions can be found by modifying the energy to include a semi-supervised penalty term or additional balance terms in the case of unsupervised learning problems. For semi-supervised learning we consider an \( L^2 \) penalty for known training data (defined to be set \( S \) and with values \( u_0 \)) along with a graph cut term to minimize the sum of the weights between unlike classes:

\[
E_1(u) = |u|_{TV} + \sum_{i \in S} \frac{\lambda}{2} (u_0(i) - u(i))^2 \approx E_{GL}(u) + \sum_{i \in S} \frac{\lambda}{2} (u_0(i) - u(i))^2.
\]

The second term is for semi-supervision and the first is for the graph cut. The parameter \( \lambda \) provides a soft constraint for semi-supervision. In many applications discussed below the supervision involves a small amount of training data, e.g. 10% or less, compared to the majority of the data for supervised learning such as SVM.

The semi-supervised learning problem described above can be minimized quickly on very large datasets using a pseudo-spectral method involving the eigenfunctions and eigenvalues of the graph Laplacian and convex splitting methods Schönlieb and Bertozzi [2011] from nonlinear PDE. The important eigenfunctions can be computed very quickly for large datasets using sub-sampling methods, e.g. the Nyström extension Belongie, Fowlkes, F. Chung, and Malik [2002], Fowlkes, Belongie, F. Chung, and Malik [2004], and Fowlkes, Belongie, and Malik [2001]. What is remarkable is that the entire TV minimization problem can be solved without computing all the weights of the graph (which can be prohibitive in the case of e.g. nonlocal means used in image processing with textures) Buades, Coll, and Morel [2005], Gilboa and Osher [2007, 2008], and Merkurjev, Sunu, and Bertozzi [2014]. While there are other fast algorithms out there for TV minimization (e.g. the split Bregman method Goldstein and Osher [2009]) none of them can easily be adapted to use the fast algorithms for eigenfunctions that rely on having a symmetric matrix. Indeed the algorithms presented in this paper only require the knowledge of the important eigenfunctions of the graph Laplacian and do not require the computation of a “right hand side” that arises in more general TV minimization algorithms, such as split Bregman.

An unsupervised learning model can be constructed as a generalization of the piecewise constant Mumford-Shah model from image segmentation, applied to a graphical data model. We recall the the piecewise constant Mumford-Shah model T. Chan and Vese [2001], Vese and T. F. Chan [2002], and Esedoğlu and Tsai [2006] involves the identification of a contour \( \Phi \) that divides the image up into \( \hat{n} \) regions \( \Omega_r \). The energy to minimize
where $u_0$ is the observed image data, $c_r$ denotes a constant approximation of the image in the set $\Omega_r$ and $|\Phi|$ denotes the length of the contour $\Phi$. The works Hu, Sunu, and Bertozzi [2015] and Meng, Merkurjev, Koniges, and Bertozzi [2017] present a generalization of this to graphical models. The examples studied are largely hyperspectral imagery however the idea could be applied to other high dimensional vectors. The data is used both to create the similarity graph and to solve the clustering problem because the constants will be chosen in the high dimensional space to approximate the high dimensional vectors within each class. This is different from the previous example in which the clustering can be computed outside of the high dimensional data space once the graph is known (or approximated) and the training data is known. More specifically, we consider the energy

$$E_2 = \frac{1}{2} |f|_{TV} + \lambda \sum_{r=1}^{\hat{n}} \sum_{i} f_r(n_i) \|u_0(n_i) - c_r\|^2,$$

where $f$ is a simplex constrained vector value that indicates class assignment:

$$f : G \rightarrow \{0, 1\}^{\hat{n}}, \sum_{r=1}^{\hat{n}} f_r(n_i) = 1.$$

Specifically if $f_r(n_i) = 1$ for some $r$ then the data at node $n_i$ belongs to the $r$th class. For each $f$ we have a partition of the graph into at most $\hat{n}$ classes. The connection to the original piecewise constant Mumford-Shah model is that $f_r$ is the characteristic function of the $r$th class and thus $\sum_i f_r(n_i) \|u_0(n_i) - c_r\|^2$ is analogous to the term $\int_{\Omega_r} (u_0 - c_r)^2$ while the TV norm on graphs is the analogue of the length of the boundary in the Euclidean space problem.

### 2.1 The MBO scheme on Graphs.

Rather than minimizing the GL functional, using an efficient convex splitting method such as in Bertozzi and Flenner [2016], we can use an even more efficient MBO method. Using the original Euclidean GL functional and classical PDE methods, Esedoğlu and Tsai [2006] developed a simple algorithm for piecewise-constant image segmentation that alternated between evolution of the heat equation and thresholding. That paper built on even earlier work by Merriman, Bence, and Osher [1992] (MBO) for motion by mean curvature. Motivated by this work, the MBO computational scheme was extended to the graphical setting by Merkurjev, Kostic, and Bertozzi [2013] for binary classification and methods that build on binary classification such as bit-wise
The Graph MBO scheme for semi-supervised learning consists of the following two steps:

1. Heat equation with forcing term. Propagate using

\[
\frac{u^{(n+1/2)} - u^{(n)}}{dt} = -L^{(n)}u - \lambda(i)(u^{(n)} - u_0)
\]

2. Threshold.

\[
u^{(n+1)} = \begin{cases} 
1 & \text{if } u^{(n+1/2)} \geq 0 \\
0 & \text{if } u^{(n+1/2)} < 0.
\end{cases}
\]

The results in Merkurjev, Kostic, and Bertozzi [2013] showed significant speed-up in run time compared to the Ginzburg-Landau method developed here and also faster run times than the split-Bregman method applied to the Osher-Gilboa nonlocal means graph for the same datasets. Both the GL and MBO methods for binary learning were extended to the multiclass case in Garcia-Cardona, Merkurjev, Bertozzi, Flenner, and Percus [2014]. The MBO scheme in particular is trivial to extend - the algorithm is the same except that the classes are defined taking the range of \( u \) in \( \hat{n} \) dimensions where \( \hat{n} \) is the number of classes and thresholding to the corners of the simplex. The MBO scheme is quite fast and in most cases finds the global minimum. For unusual problems that require a provably optimal solution, we have considered methods built around max flow and ADMM methods that are less efficient than MBO, but they can guarantee a global optimal solution for the binary, semi-supervised segmentation problem Merkurjev, Bae, Bertozzi, and X.-C. Tai [2015].

As an example of a high dimensional problem with multiple classes, consider the classification of hyperspectral pixels in a video sequence. Figure 2 shows data from standoff detection of a glass plume using 128 spectra in the Long Wave Infrared (LWIR) from the Dugway Proving Ground. The graph weights are computed with spectral angle. The Nyström extension provides eigenfunctions of the graph Laplacian, which can run in Matlab in 2 minutes on a modest laptop. The actual classification runs in seconds. The Nyström method and the MBO scheme have recently been optimized on an exascale-ready platform at the National Energy Research Supercomputing Center (NERSC) Meng, Koniges, He, S. Williams, Kurth, Cook, Deslippe, and Bertozzi [2016].

Inspired by the work in Esedoğlu and Otto [2015], one can translate the MBO scheme into a discrete time approximate graph cut minimization method. In Hu, Sunu, and Bertozzi [2015] and van Gennip, Guillen, Osting, and Bertozzi [2014] it is shown that the diffusion operator \( \Gamma_\tau = e^{-\tau L} \) where \( L \) is the graph Laplacian defined above and \( \tau \) is the timestep of the MBO scheme, then the discrete energy

\[
E_{MBO}(u) = \frac{1}{\tau} < 1 - u, \Gamma_\tau u >
\]
2.2 Volume Penalties. In the case of unsupervised classification it is often desireable to have volume constraints. So rather than just minimizing the size of the graph cut, i.e. $|u| TV$, one can put in a penalty that forces the size of the classes to be reasonably distributed. Two such normalizations are the ratio cut and the normalized cut, the problem is to find a subset $S$ of the graph to minimize $cut(S, \tilde{S}) R(S)$ where $R$ is $(1/|S| + 1/|\tilde{S}|)$ for the ratio cut and $(1/vol(S) + 1/vol(\tilde{S}))$ for the normalized cut. Here the volume of the graph is the sum of the degrees of the all the vertices and the degree of the node is the sum of the weights connected to that node. Another normalization is the Cheeger cut in which $R = (\min(|S|, |\tilde{S}|))^{-1}$. All three of these functionals are linear in the graph cut term and nonlinear in the volumetric constraints. The energy blows up as the size of $S$ or $\tilde{S}$ goes to zero, thus ensuring a balance cut. There are several important papers related to clustering with volume penalties by Bresson, Szlam, Laurent, von Brecht. These works use other methods than the ones described above. In Szlam and Bresson [2010], study a relaxation of the Cheeger cut problem with connections between the energy of the relaxed problem and well studied energies in image processing. Authors of Bresson, Laurent, Uminsky, and von Brecht [2012] detail two procedures for the relaxed Cheeger cut problem. The
first algorithm is a steepest descent approach, and the second one is a modified inverse power method. In Bresson, Laurent, Uminsky, and von Brecht [2013], develop another version of the method shown in Bresson, Laurent, Uminsky, and von Brecht [2012] using a new adaptive stopping condition. The result is an algorithm that is monotonic and more efficient. The GL functional on graphs has been extended to these product-form volume penalized problems. The paper Merkurjev, Bertozzi, Yan, and Lerman [2017] uses a diffuse interface approach along with the graph Laplacian to solve the fully nonlinear ratio cut problem and the Cheeger cut problem. The results are shown to be very efficient with the efficiency partly achieved through the use of the Nyström extension method. The main idea is to approximate the cut term using the GL functional and then use PDE-based methods for gradient descent in a spectral approach. Jacobs, Merkurjev, and Esedoğlu [2018] have a very efficient MBO-based method for solving the volume-constrained classification problem with different phases and with prescribed volume constraints and volume inequalities for the different phases. This work combines some of the best features of the MBO scheme in both Euclidean space and on graphs with a highly efficient algorithm of Bertsekas [1979] for the auction problem with volume constraints.

One of the challenges in machine learning is the case where the sizes of the classes are unknown. Volume constraints could perchance become incorporated as building blocks for solutions to complex data sorting problems, where the amount of data is so large that it becomes physically impossible for a human to verify all the results by inspection. An example of such large data currently under collection by law enforcement agencies around the world are video feeds from body worn cameras. The author and collaborators have been working with such a dataset provided by the Los Angeles Police Department and have developed classification methods based on the MBO scheme. The BW camera poses unusual challenges - typically the goal is to identify what is going on in the scene, both in terms of the wearer of the camera and his or her interaction with the scene. Thus the task requires understanding both the scene and the ego-motion, i.e. the motion of the individual to whom the camera is mounted. In Meng, J. Sanchez, Morel, Bertozzi, and Brantingham [2017], the authors develop an algorithm for the ego-motion classification, combining the MBO scheme for multi-class semi-supervised learning with an inverse compositional algorithm Sánchez [2016] to estimate transformations between successive frames. Thus the video is preprocessed to obtain an eight dimensional feature vector for each frame corresponding to the Left-Right; Up-Down; Rotational; and Forward-Backward motions of the camera wearer along with the frequencies of each of these motions. This is a gross reduction of the action of the video to a very low dimensional vector. These ideas have been extended by students at UCLA to higher dimensional feature vectors encoding both the egomotion and information from the scene Akar, Chen, Dhillon, Song, and T. Zhou [2017]. Studies of the effect of class size are made possible by an extensive effort during a summer REU to hand classify sufficient video footage to provide ground truth for a
Figure 3: Top: Ego-motion classification results of the QUAD video Meng, J. Sanchez, Morel, Bertozzi, and Brantingham [2017]. The 9 colors represent 9 different ego-motion classes: standing still (dark blue), turning left (moderate blue), turning right (light blue), looking up (dark green) and looking down (light green), jumping (bud green), stepping (aztec gold), walking (orange), running (yellow). Copyright © 2018 Springer Nature. Published with permission of Springer Nature. Bottom: Semi-supervised MBO on LAPD Body Worn Cameras, using a complex motion-feature vector for each frame. Both examples use 10% of the data as training Akar, Chen, Dhillon, Song, and T. Zhou [2017].
larger study. Figure 3 shows results from Meng, J. Sanchez, Morel, Bertozzi, and Brantingham [2017] for the QUAD video in Baker and Matthews [2004] for various clustering algorithms described here and results on LAPD body worn camera data from Akar, Chen, Dhillon, Song, and T. Zhou [2017]. In the second example there are categories of activity with relatively small sample sizes and those are predominantly misclassified by this method. As a test, the smaller samples were augmented to an incremental level (shown in orange) by simply duplicating the video frame feature vectors, thereby increasing both the size of the classes and the size of the training data. The results show a marked increase in accuracy. Most research papers make use of scripted datasets with real-world data being relatively scarce for use in basic research (compared to its rate of capture in real-world applications). This case study shows the need for more algorithm development and theoretical results centered around the realities of real datasets. Privacy and proprietary reasons often hinder the use of such datasets in basic research and reproducibility can be hindered by the lack of public access to such data, nevertheless there is a strong societal need for more work to be done on real-world datasets and published in the scientific literature. Another important point related to this study is the fact that the data compression of entire video footage into low dimensional feature vectors (less than 100 dimensions per frame or group of frames) can serve as a tool for anonymizing sensitive data in order to develop computational algorithms on online computational platforms in shared workspaces, which can be forbidden to directly handle sensitive data. Such steps are imperative if one is to work with real-world data in an academic environment.

3 Uncertainty quantification (UQ) for graphical metrics

Semi-supervised learning combined both unlabeled data with labeled data; however, as the BWV example elucidates, in many applications there are so many unlabelled data points that one can not hand label everything. Moreover, there is a myriad of work in computer science and applied mathematics addressing the development of algorithms and a modest amount of work addressing performance of these methods in terms of convergence for problems such as clustering. For real-world applications, existing work does not address many obvious concerns - it is common to use methodologies ‘out of the box’ with measurements of performance of the methods based on ground truth information for toy/test problems but little information available regarding the likelihood of the results in general for real-world applications when ground truth is not available or when the existing ground truth is limited to a small percentage of training data. The graphical models and methods are particularly appropriate for the development of new mathematical methodology for uncertainty quantification, because of their organization around graph Laplacian matrices and nonlinear functionals that directly use these operators. In Blum and Chawla
using a graph min-cut problem for binary semi-supervised learning. This is equivalent to a maximum a posteriori (MAP) estimation on Bayesian posterior distribution for a Markov random field (MRF) over the discrete state space of binary labels X. Zhu [2005]. Inference for multi-label discrete MRFs is typically intractable Dahlhaus, Johnson, Papadimitriou, Seymour, and Yannakakis [1992]. Some approximate algorithms have been developed for the multi-label case Y. Boykov, Veksler, and Zabih [2001, 1998] and Madry [2010], with application to imaging tasks Y. Y. Boykov and Jolly [2001], Berthod, Kato, Yu, and Zerubia [1996], and Li [2012]. In X. Zhu, Ghahramani, Lafferty, et al. [2003], relaxed the discrete state space to a continuous real-variable setting, and modeled the semi-supervised learning problem as a Gaussian random field. D. Zhou, Bousquet, Lal, Weston, and Schölkopf [2004] generalized the model to handle label noise, and also generalized it to the case of directed graphs D. Zhou, Hofmann, and Schölkopf [2004]. We note that this earlier work of Zhou was a precursor to the nonlocal means graph developed by Buades Coll and Morel Buades, Coll, and Morel [2005] and further developed by Gilboa and Osher Gilboa and Osher [2007, 2008] that inspired some of the methods in the work of the Author and collaborators for the MBO scheme on graphs Merkurjev, Kostic, and Bertozzi [2013].

The probit classification method in C. K. I. Williams and Rasmussen [1996] uses the same prior as in X. Zhu, Ghahramani, Lafferty, et al. [2003] but the data takes on binary values, found from thresholding the underlying continuous variable, and thereby provides a link between the combinatorial and continuous state space approaches. The probit methodology is often implemented via MAP optimization – that is the posterior probability is maximized rather than sampled – or an approximation to the posterior is computed, in the neighborhood of the MAP estimator. In the context of MAP estimation, the graph-based terms act as a regularizer, in the form of the graph Dirichelet energy $\frac{1}{2} \langle u, Lu \rangle$, with $L$ the symmetrized graph Laplacian. A formal framework for graph-based regularization can be found in Belkin, Matveeva, and Niyogi [2004] and Belkin, Niyogi, and Sindhwani [2006]. More recently, other forms of regularization have been considered such as the graph wavelet regularization Shuman, Faraji, and Vandergheynst [2011] and Hammond, Vandergheynst, and Gribonval [2011].

The author and collaborators Bertozzi, Luo, Stuart, and Zygalakis [2017] have developed UQ methodologies for graph classification based on optimization over real-valued variables developed in the works discussed in Bertozzi and Flenner [2016]. The UQ approach builds on the following ideas: (a) that a Bayesian formulation of the classification problem gives UQ automatically, (b) that fully Bayesian sampling is possible if one develops a methodology that scales well with respect to large graph size. The existing work on scalable algorithms for minimizing the graph GL functional is critical for (b). We have results for Gaussian noise models for binary classifiers that leverage several Bayesian models extended to classification on graphs; via the posterior distribution on the labels,
these methods automatically equip the classifications with measures of uncertainty. These models build on well-know Bayesian models in Euclidean space with fewer dimensions that arise in machine learning.

The probit classification C. K. I. Williams and Rasmussen [1996] nicely extends to graphical models. This involves defining a Gaussian measure through the graph Dirichlet energy and choosing a likelihood function involving thresholding a continuum latent variable plus noise. Bayes theorem provides a direct calculation of the posterior and its PDF. One can then compute the maximum a posteriori estimation (MAP) which is the minimizer of the negative of the log posterior, a convex function in the case of probit. The probit model may not be the most appropriate when the data is naturally segmented into groups, in which the variation is often understood to occur within the group. The next step is to build on several additional methods that have this structure; they are the level set method for Bayesian inverse problems Iglesias, Lu, and Stuart [2015], atomic noise models, and the Ginzburg-Landau optimization-based classifier Bertozzi and Flenner [2012] and van Gennip and Bertozzi [2012], which by virtue of its direct use of the Dirichlet energy, is tractable to generalize to a Bayesian setting. In all cases the posterior $P(u|y)$ has the form

$$P(u|y) \propto \exp(-J(u)), \quad J(u) = \frac{1}{2c} \langle u, Lu \rangle + \Phi(u)$$

for some function $\Phi$, different for each of the four models - and for which the Ginzburg-Landau case, the independent variable is a real-valued relaxation of label space, rather than an underlying latent variable which may be thresholded by $S(\cdot)$ into label space.) Here $L$ is the graph Laplacian and $c$ is a known scaling constant. The choice of scaling of $L$ should be consistent with the scaling used for one of the learning methods (without UQ) discussed in the previous sections. Furthermore, the MAP estimator is the minimizer of $J$. $\Phi$ is differentiable for the Ginzburg-Landau and probit models, but not for the level set and atomic noise models. We are interested in algorithms for both sampling and MAP estimation.

In Bertozzi, Luo, Stuart, and Zygalakis [2017] the authors develop efficient numerical methods, suited to large data-sets, for both MCMC-based sampling as well as gradient-based MAP estimation. In order to induce scalability with respect to size of the graph, we consider the pCN method described in Cotter, G. O. Roberts, Stuart, and White [2013] and introduced in the context of diffusions by Beskos in Beskos, G. Roberts, Stuart, and Voss [2008] and by Neal in the context of machine learning Neal [1998]. The standard random walk Metropolis (RWM) algorithm suffers from the fact that the optimal proposal variance or stepsize scales inverse proportionally to the dimension of the state space G. O. Roberts, Gelman, Gilks, et al. [1997], which is the graph size $N$ in this case. The pCN method was designed so that the proposal variance required to obtain a given acceptance
probability scales independently of the dimension of the state space, hence in practice giving faster convergence of the MCMC when compared with RWM. For graphs with a large number of nodes $N$, it is prohibitively costly to directly sample from the distribution $\mu_0$, since doing so involves knowledge of a complete eigen-decomposition of $L$. In machine learning classification tasks it is common to restrict the support of $u$ to the eigenspace spanned by the first $\ell$ eigenvectors with the smallest non-zero eigenvalues of $L$ (hence largest precision) and this idea may be used to approximate the pCN method. The Author and collaborators have made use of both low rank Fowlkes, Belongie, F. Chung, and Malik [2004] approximations of nonsparse matrices and fast algorithms for computing the smallest non-zero eigenvalues of sparse matrices Anderson [2010]. The upshot is a confidence score for the class assignment for binary classifiers, based on the node-wise posterior mean of the thresholded variable.

An example is shown in Bertozzi, Luo, Stuart, and Zygalakis [2017] with the MNIST database consists of 70,000 images of size $28 \times 28$ pixels containing the handwritten digits 0 through 9; see LeCun, Cortes, and Burges [1998] for details. The nodes of the graph are the images and as feature vectors one uses the leading 50 principal components given by PCA; thus the feature vectors at each node have length $d = 50$. We construct a $K$-nearest neighbor graph with $K = 20$ for each pair of digits considered. Namely, the weights $a_{ij}$ are non-zero if and only if one of $i$ or $j$ is in the $K$ nearest neighbors of the other. The non-zero weights are set using a local rescaling as in Equation (3). For more details see Bertozzi, Luo, Stuart, and Zygalakis [2017]. The noise variance $\gamma$ is set to 0.1, and 4% of fidelity points are chosen randomly from each class. The probit posterior is used to compute a node-wise posterior mean. Figure 4 shows that nodes with scores posterior mean closer to the binary ground truth labels $\pm 1$ look visually more uniform than nodes with score far from those labels. This illustrates that the posterior mean can differentiate between outliers and inliers that align with human perception.

There are a number of natural avenues to explore building on the work in Bertozzi, Luo, Stuart, and Zygalakis [ibid.]; (a) there is a natural question of whether one works in label space, or a relaxation of it, as in GL, or with a latent variable as in probit - more investigation of the models on toy problems should elucidate this; (b) the models proposed above are rather simplistic and may not be best tuned to real datasets - it would be interesting to develop a preprocessing method to probe the data and to learn something about the data - preliminary results using probit as a preprocessing step for GL show some benefit to such hybrid methods; (c) these binary classification models will be extended to multiclass - the GL methodology is nicely extended in Garcia-Cardona, Merkurjev, Bertozzi, Flenner, and Percus [2014] but not in a Bayesian setting, whereas the other methods do not directly extend as easily although recursive methods can be helpful; (d) all of the methods described here involve a combination of graph Laplacian diffusion and thresholding analogous to the MBO scheme on graphs developed by the PI and collaborators Merkurjev, Kostic, and
Figure 4: “Hard to classify” vs “easy to classify” nodes in the MNIST (4, 9) dataset under the probit model. Here the digit “4” is labeled +1 and “9” is labeled -1. The top (bottom) row of the left column corresponds to images that have the lowest (highest) values of the node-wise posterior mean out of all the “4” digit. The right column is organized in the same way for images with ground truth labels 9 except the top row now corresponds to the highest values of posterior mean. Higher posterior mean indicates higher confidence that the image is a 4 and not a “9”, hence the top row could be interpreted as images that are “hard to classify” by the current model, and vice versa for the bottom row. See Bertozzi, Luo, Stuart, and Zygalakis [2017] for more details.

Network Analysis

The above discussion of uncertainty quantification was mainly directed at graphs that arise from machine learning problems involving similarity matrices that result from pairwise comparisons of high dimensional data. Another natural class of graphs are networks - for example social network graphs such as those that arise from social media, transportation networks, and other examples M. E. J. Newman [2010]. Mathematical models and algorithms for structure in networks have led to a large body of work, for example in the
physics literature, that has largely happened independent of the work carried out in machine learning. There is a need to develop novel ideas in both areas and in some cases, especially with security applications, there is a need to have models that fit both machine learning (big data) problems and network problems.

There are several papers in the literature that connect network clustering to machine learning, and for brevity we mention a few methods here, including issues that arise when viewing network analysis methods in the context of machine learning: (a) in Peel, Larremore, and Clauset [2016] the authors consider metadata as ‘ground truth’ and prove a general “No Free Lunch” theorem for community detection, implying that no algorithm can perform better than others across all inputs; (b) Newman M. E. J. Newman [2013] considers spectral methods for three different problems - network modularity (discussed below), statistical inference, and normalized graph partitioning, concluding that algorithmically the spectral methods are the same for each class of problems; (c) Devooght et. al. consider random-walk based modularity applied to semi-supervised learning Devooght, Mantrach, Kivimäki, Bersini, Jaimes, and Saerens [2014] focusing on paths on the graph rather than edges. A review of clustering of graphs, including attributes (semi-supervision) from a network perspective is Bothorel, Cruz, Magnani, and Micenkova [2015]. A recent review of community detection methods on networks can be found in Fortunato and Hric [2016].

A few years ago the Author and collaborators developed the first paper to directly connect network modularity optimization and total variation minimization on graphs, using the null model introduced by Newman and Girvan in Girvan and M. E. J. Newman [2004]. To explain in more detail, the modularity of a network partition measures the fraction of total edge weight within communities versus what one might expect if edges were placed randomly according to some null model. More specifically, the objective is to maximize the modularity

\[
Q = \frac{1}{2m} \sum_{ij} (w_{ij} - \gamma P_{ij}) \delta(g_i, g_j)
\]

over all possible partitions where \(g_i\) is the group assignment for node \(i\). Here \(P_{ij}\) is a probability null model (e.g. \(P_{ij} = k_i k_j / 2m\)) where \(k_j = \sum_i w_{ij}\) and \(2m\) is the total volume of the graph (\(\sum_i k_i\)) and \(\gamma\) is a resolution parameter. Our work Hu, Laurent, Porter, and Bertozzi [2013] shows that maximizing \(Q\) is equivalent to a graph cut problem that can be rewritten using the TV functional:

\[
\min_{u:G \rightarrow V^\hat{n}} E(u) = |u|^TV - \gamma |u - m_2(u)|_L^2
\]

for the case of \(\hat{n}\) classes where \(V^\hat{n}\) are the end nodes of the \(\hat{n}\)-dimensional simplex and \(m_2\) denotes a simple moment whose constraint can be introduced in a computationally tractable forcing term. Her \(u\) denotes the class assignment and takes vales on the corners
of the simplex. One can then use the above ideas to minimize this functional over all possible numbers of clusters $\hat{n}$. We note that our work also sheds new light on some of the other papers mentioned above. For example the TV-modularity connection is a direct relationship between the graph cuts and modularity, beyond the connection between spectral algorithms. Furthermore, the method used in Hu, Laurent, Porter, and Bertozzi [2013] builds on the graph heat equation, which is, roughly speaking, a mean field limit of a random walk dynamics. It uses directly the MBO scheme on graphs Merkurjev, Kostic, and Bertozzi [2013] from Section 2.1 and multiclass methods for TV-minimization on graphs Garcia-Cardona, Merkurjev, Bertozzi, Flenner, and Percus [2014]. The idea in these recent papers is to develop algorithms for graph clustering, in particular TV minimization, which is equivalent to graph cut minimization on weighted graphs when applied to partition functions. In the case of modularity optimization, the main idea is that maximizing the modularity functional, when applied to a fixed number of classes, is equivalent to minimization an energy for the assignment function, comprised of the graph total variation minus a second moment term. This opens the door to apply compressed sensing ideas to modularity optimization, a superior but computationally more complex method than spectral clustering. More can be done in this area and we propose to work on problems of direct relevance to multimodal graphs such as those that arise from composite information such as spatial nonlocal means, as in the example above, social networks, and latent information such as text-content topics from twitter.

The method is very scalable, which allows the algorithmic approach to go far beyond sparse network analysis, providing a new tool for analyzing large similarity graphs in machine learning. For example, the MNIST dataset LeCun, Cortes, and Burges [1998] of 70,000 handwritten digits, with tens of thousands of nodes, this approach is 10-100 times faster computationally than the GenLouvain algorithm Jutla, Jeub, and Mucha [n.d.] and produces comparable quality results, exceeding that of basic fast greedy algorithms such as M. E. Newman [2006] and Blondel, Guillaume, Lambiotte, and Lefebvre [2008b] and outperforming all other unsupervised clustering methods that we are aware of. What is most striking is the ability to correctly classify and identify the number of classes, in a fairly short amount of computational time. In general unsupervised clustering without prior knowledge of the number of classes is a very difficult problem for large datasets. So methodologies that are efficient enough to be useful for large data (including scalability) are needed. For example, in Hu, van Gennip, Hunter, Bertozzi, and Porter [2012] the GenLouvain code Jutla, Jeub, and Mucha [n.d.] was tested on the nonlocal means graph for a basic color image with excellent segmentation results for unsupervised clustering but with a run time that was neither practical nor scalable. Although for completeness one should compare with other methods such as the C++ implementations of Blondel of the Louvain method Blondel, Guillaume, Lambiotte, and Lefebvre [2008a]. We note that even the soft clustering methods like Nonnegative Matrix Factorization and Latent
Dirichlet Allocation require the user to specify the number of classes and still have the restriction that they are built around a linear mixture model.

4.1 Network analysis and machine learning. An interesting line of inquiry is to unify the graphical models developed independently by the machine learning community and by the network science community for unsupervised learning. We believe that there is an opportunity to improve unsupervised learning algorithms (built on similarity graphs) for data science as well as to further understand the link between network structure and algorithm type. Starting from our earlier work on network modularity as a constrained multiclass graph cut problem, we address modularity as a constrained balanced cut problem in which convex methods can be used apart from the constraint. In a new work Boyd, Bai, X. C. Tai, and Bertozzi [2017] we have identified four different equivalent formulations of the modularity problem which we term soft balanced cut, penalized balanced cut, balanced total variation (TV) minimization, and penalized TV minimization.

**Theorem 1** (Equivalent forms of modularity Boyd, Bai, X. C. Tai, and Bertozzi [ibid.]). For any subset $S$ of the nodes of $G$, define $\text{vol}_S = \sum_{i \in S} k_i$. Then the following optimization problems are all equivalent:

\begin{align}
\text{(8)} \quad \text{Std. form: } & \quad \underset{\mathring{n} \in \mathbb{N}, \{A_\ell\}_{\ell=1}^\mathring{n} \in \Pi(G)}{\text{argmax}} \quad \sum_{\ell=1}^{\mathring{n}} \sum_{ij \in A_\ell} w_{ij} - \gamma \frac{k_i k_j}{2m}, \\
\text{(9)} \quad \text{Bal. cut (I): } & \quad \underset{\mathring{n} \in \mathbb{N}, \{A_\ell\}_{\ell=1}^\mathring{n} \in \Pi(G)}{\text{argmin}} \quad \sum_{\ell=1}^{\mathring{n}} \left( \text{Cut} (A_\ell, A_\ell^c) + \frac{\gamma}{2m} (\text{vol} A_\ell)^2 \right), \\
\text{(10)} \quad \text{Bal. cut (II): } & \quad \underset{\mathring{n} \in \mathbb{N}, \{A_\ell\}_{\ell=1}^\mathring{n} \in \Pi(G)}{\text{argmin}} \quad \sum_{\ell=1}^{\mathring{n}} \left( \text{Cut} (A_\ell, A_\ell^c) + \frac{\gamma}{2m} \left( \text{vol} A_\ell - \frac{2m}{n} \right)^2 \right) + \gamma \frac{2m}{n} \\
\text{(11)} \quad \text{Bal. TV (I): } & \quad \underset{\mathring{n}, u \in \Pi(G)}{\text{argmin}} \quad |u|_TV + \frac{\gamma}{2m} \| k^T u \|_2^2 \\
\text{(12)} \quad \text{Bal. TV (II): } & \quad \underset{\mathring{n}, u \in \Pi(G)}{\text{argmin}} \quad |u|_TV + \frac{\gamma}{2m} \| k^T u - \frac{2m}{n} \|_2^2 + \gamma \frac{2m}{n}.
\end{align}
Each of the preceding forms has a different interpretation. The original formulation of modularity was based on comparison with a statistical model and views communities as regions that are more connected than they would be if edges were totally random. The cut formulations represent modularity as favoring sparsely interconnected regions with balanced volumes, and the TV formulation seeks a piecewise-constant partition function $u$ whose discontinuities have small perimeter, together with a balance-inducing quadratic penalty. The cut and TV forms come in pairs. The first form (labelled “I”) is simpler to write but harder to interpret, while the second (labelled “II”) has more terms, but the nature of the balance term is easy to understand, as it is minimized (for fixed $\tilde{n}$) when each community has volume $\frac{2m}{n}$.

In addition to providing a new perspective on the modularity problem in general, this equivalence shows that modularity optimization can be viewed as minimizing a convex functional but subject to a binary constraint. These methodologies provide a direct connection between modularity and other balance cut problems such as the Cheeger or Ratio cut and a connection to convex optimization methods already developed for semi-supervised learning on graphs Merkurjev, Bae, Bertozzi, and X.-C. Tai [2015] and Bae and Merkurjev [2016]. A significant emphasis on spectral algorithms exists in the literature on graph cut methods for networks, see e.g. M. E. Newman [2006] for spectral methods for modularity vs. other spectral methods applied to networks, and a large literature on accuracy of spectral approximations for the Cheeger cut (e.g. Ghosh, Teng, Lerman, and Yan [2014]). What distinguishes our approach from other efforts is the focus on non-network data using a network approach. There are many reasons to do this. At the forefront is the ability to do unsupervised clustering well, without knowing the number of clusters.
Figure 5: Segmentations Boyd, Bai, X. C. Tai, and Bertozzi [2017] of the plume hyperspectral video using different methods. The Balanced TV is the only method that has the whole plume into a single class without any extraneous pixels (NLTV method from W. Zhu, Chayes, Tiard, S. Sanchez, Dahlberg, Bertozzi, Osher, Zosso, and Kuang [2017]).

The ideas developed in Boyd, Bai, X. C. Tai, and Bertozzi [2017] show that, while modularity optimization is inherently nonconvex, that working with it as a constrained convex optimization problem produces results that are noticeably improved compared to prior methods that do not use such a formulation, including the formulation in Hu, Laurent, Porter, and Bertozzi [2013]. Another relevant recent work is Merkurjev, Bae, Bertozzi, and X.-C. Tai [2015] that develops convex optimization methods to find global minimizers of graph cut problems for semi-supervised learning. This work is loosely related to Boyd, Bai, X. C. Tai, and Bertozzi [2017] and serves as a resource for the use of L1 compressed sensing methods and max flow methods for constrained cut problems. Regarding benchmark testing, we note that Bazzi, Jeub, Arenas, Howison, and Porter [2016] has developed a new class of benchmark networks that can be tested with algorithms in addition to the LFR benchmarks.

4.2 Data fusion, multilayer graphs and networks. There are many works in the literature for data fusion that do not use graphs - they require a specific connection between the information and are typically not flexible to extend to unrelated data fusion problems. One such example pan sharpening of remote sensing images in which a panchromatic sensor has higher spatial resolution than a multispectral sensor Möller, Wittman, Bertozzi, and Burger [2012]. Graphical methods for data fusion are still in their infancy with a few ideas
in the literature but very little theoretical understanding of these approaches. Some examples from the works of the Author include (a) a homotopy parameter for social network vs. spatial embedding used to study Field Interview cards from Los Angeles van Gennip, Hunter, et al. [2013] (Figure 1 in this paper), (b) a variational model for MPLE for statistical density estimation of crime data Woodworth, Mohler, Bertozzi, and Brantingham [2014] that uses a nonlocal means-based graphical model for high spatial resolution housing density information as a regularization parameter, and (c) a threshold-based similarity graph for combined LIDAR and multispectral sensors Iyer, Chanussot, and Bertozzi [2017]. The network science community has different methods for fusing network data compared to traditional methods used in sensor fusion. One might explore the similarities and differences between the network science models and the sensor fusion models and to examine and identify opportunities to bring ideas from one community into the other through the use of graphical models, along with related rigorous analytical results of relevance.

Another problem is to develop algorithms based on models for more complex networks - for example multi-layer modularity optimization as proposed by Porter and colleagues Mucha, Richardson, Macon, Porter, and Onnela [2010] (Science 2010) and more recent papers that build on that work (e.g. Bazzi, Porter, S. Williams, McDonald, Fenn, and Howison [2016] and M. E. J. Newman and Peixoto [2015]). The multilayer approach can give much better granularity of clustering in social networks however it is even more computationally prohibitive than regular modularity in the case of larger datasets (e.g. tens of thousands of nodes). Multilayer models are able to work with more complex similarity graphs, such as those that might arise from multimodal data, although little work has been done unifying these ideas. As an example, for the LAPD field interview cards studied in van Gennip, Hunter, et al. [2013], one might analyze what additional information might be encoded in a multilayer network structure compared to a parametric homotopy model on a single layer graph. For multilayer graphs, we expect TV minimization methods to handle structures within a layer, however different methods may be required when strong connections arise across layers. We expect that different issues may arise when considering such graphs for data fusion rather than complex network applications.

For multilayer graph models models one could explore hybrid schemes that leverage the ultrafast segmentation that can be done for large clusters using something like MBO while using the combinatorial methods (e.g. Gen Louvain Jutla, Jeub, and Mucha [n.d.]) for the network structure that has some granularity. This is a main challenge when working with complex data such as the artificial LFR benchmarks Lancichinetti, Fortunato, and Radicchi [2008] that have a power law community distribution. One can also compare against the new benchmark graphs in Bazzi, Jeub, Arenas, Howison, and Porter [2016] using their code. Future work might involve a hybrid method that will have components of TV minimization methods such as the MBO scheme Merkurjev, Kostic, and Bertozzi [2013],
components of GenLouvain and possible post-processing steps such as Kernighan-Lin node-swapping M. E. Newman [2006], Porter, Onnela, and Mucha [2009], and Richardson, Mucha, and Porter [2009].

5 Final Comments

The Author and collaborators have developed rigorous analysis for the dynamics of the graphical MBO iteration scheme for semi-supervised learning van Gennip, Guillen, Osting, and Bertozzi [2014] and and this work could be extended to unsupervised, multiclass, classification methods such as those that arise in network modularity. The Author and Luo have developed theoretical convergence estimates Luo and Bertozzi [2017] for the Ginzburg-Landau convex-splitting method for semi-supervised learning for various versions of the graph Laplacian discussed above. For example, for the standard graph Laplacian we have maximum norm convergence results for minimizers of the Ginzburg-Landau energy using a combination of $L^2$-energy estimates and maximum principle results for the Laplacian operator Luo and Bertozzi [ibid.]. The GL energy is a non-convex functional, so those results prove convergence to a local minimizer rather than a global one and can require modest $a$ posteriori estimates to guarantee convergence; these are ones that can be built directly into the code. One of the rigorous results proved in Luo and Bertozzi [ibid.] is that the convergence and stability of the scheme are independent of the size of the graph, and of its sparseness, an important feature for scalability of methods.

Another issue that is rarely discussed for either the semi-supervised or unsupervised cases, regarding similarity graphs, is whether to thin the graph before performing classification or to use the fully connected graph in connection with a low rank approximation of the matrix such as the Nyström extension, discussed above. Research is needed to develop rigorous estimates related to the thinning of the graph in conjunction with models for clustering data - for example we can take examples models built on the Gaussian priors in the previous section on UQ and develop estimates for what is lost from the matrix when removing edges with smaller weights, a common process using e.g. a k-nearest neighbor graph. This problem involves the role of the graph structure on optimization problems and can also benefit from existing results from the network literature.
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